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Needs for Subjective Risk Assessment

 Most situations of
interest have limited data
on which to base
objective assessments.

* The areas of interest are
the tails of distributions,
and discernment of low
probability events poses

e problems for many
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Issues with Subjective Assessment

* Methods of elicitation and aggregation
— Composite
— Composite with Feedback
— Consensus

e Concerns about heuristics and biases brought
in by experts (Kahneman et al.)

* Personality and risk preferences may influence
answers (Chauvin et al.)



Issues with Subjective Assessment

* No real consensus on the proper elicitation
methods

— Real need to rigorously examine elicitation
techniques



Objectives

 Examine the impact of elicitation procedure
on subjective assessment accuracy and bias

 Examine the role of individual personality type
and risk preferences on subjective assessment
and accuracy and bias

e Utilize an economic experiment to insure
incentive compatibility



Methods

* Generic—recruited students from the
undergraduate and graduate populations

* Given a statistical knowledge test
— General knowledge, 10 questions multiple choice
— Used for “weighting” expertise

* Myers-Briggs Personality Inventory
* Risk Aversion Experiment



Risk Aversion

Tahble 1. Risk preference decision shest.

Chsestion

Oiption A

Option B

Which option is
preferred?

1]

10940 chanee of 10,06,
WG chance of S8
2004 chance of 31000,
B0 chance of 55K
A% chance of £10.06,
T chance of 3800
A% chance of 510000,
60% chance of 3500
S chance of $10000,
%% chance of 3500
(s chanes of 10000,
A% chance of 3800
TG chance of 10000,
% chance of 35.00
B chanes of 10,00,
20% chance of $2.00
Q%% chance of 510,00,
10%% chance of $8.00
100%: chance of ELOLO,
(%% chance of 5800

10%% chance of $19.00,
O chance of 51,00
20% chance of 319,00,
&0% chance of 51,00
0% chance of $19.00,
70% chance of 1,00
4084 chance of $19.0d,
G0% chance of $1.00
5084 chanee of $19.00,
50%% chunce of $1.00
0% chance of $19.00,
40% chance of $1.0
T4 chance of $19.00,
30% chance of $1.00
&0 chance of $19.00,
% chanee of $1.00
DG chance of S18.00,
107 chance of £1.00

100ra chamee of 19.00,

4 chance of 51,00

Table 2. Risk aversion coefficient.

Mo, of Range of relative aversion Middle point of Risk preference
gafi for (W)= _I-,'r_'F relative risk classification
choices ) AVersiom

-1 —1.76" = = — 053 —1,36% Highly risk loving

2 — (97 pf e —(),49 —,73 Very risk loving

3 — 049 —0.13 —0,31 Riak loving

4 =0, 1 3= =) 10 0,03 Mear risk newtral

5 0,180, 48 0335 Slighily risk averse
6 0,88 <0, 78 0,63 Risk averse

7 0,781,135 0955 Yery risk averse

# 11316 1.365 Highly risk averse
10 1re2 2 1.9 Stay in bed

*Those two lower and upper bound are subjectively determined.

Using a 10-sided die insures randomness for the respondent. Payoffs are real.



Economic Experiment

* Respondents provided with samples of data
drawn from known distributions.

Takde 1. Four datases with Koown popolation dstriboton

Range [—oo, 80)  [B0,900 PO, 1000 (1001000 [100,1X)  [1X, o)

[ratamets P Balyility

Dratazet 1: sample of 30 dawn from (0412 1613 02475 0.2475 L1813 012
mirial population distribution & {1040, 15)

Drataset 2: sample of 50 dawns from 02119 1327 (1554 (1554 01327 0.2119
niormal population distribution & {100, 25)

Dratazet 3: sample of 100 dmwn from [T ek (1359 (13413 (.3413 (1354 (228
nirmal population distribution & {100, 10)

Drataset 4: sample of 30 diawn from beta .16 01203 0.1653 0. 1949 [ (2 0. 1487

population distribution 8 (6, 2) with mnge
of (0, 133.33)




Economic Experiment

Presented Questions Payoffs Generated
(1} What is the chance the vanable will fall below Payoft = -"-]1‘““"”“"[. 3000, 310.00 — 0.025
£ next penod? . '
(21 What 1= the chance the wanable will tall at or ] ZH: .y ,2]

above E( and below ™) next period?

(3] What 15 the chance the vanable will tall at or
above Y0 and below 100 next penod?

(4] What & the chance the vanable wall tall at
or above 100 and below 110 next penod?

(51 What 15 the chance the vanable will tall at or
above 110 and below 12X next period?

(6) What 15 the chance the vanable wall tall at or
above 12X next penod?

The payoffs are intended to focus the respondent’s attention on accuracy, and, thus,
maximum payoff. Scalar effects of the size of payoff are always relevant, but at least
a weak preference for accuracy is generated by this incentive compatibility
measure.



Economic Experiment

e Three treatments

— Treatment 1—"composite treatment”-respondents

provided only individual responses (no feedback), n =
35

— Treatment 2—" composite with feedback”-
respondents received feedback in the form of all
individual (anonymous) responses posted on
computer screen with opportunity to revise, n = 25 (5
groups of five)

— Treatment 3—"consensus”-respondents received
feedback in the form of all individual (anonymous)
responses posted; were paid a $S2 bonus of all group
members reported the same probability in final round



Analysis

 Two analyses
— Individual errors (SSE)
— Aggregated errors (MSE) and biases



Individual Errors

Table 6. Demographic characteristics of participants (continued),

Treatment  Statistical class Statistical score Risk preference

Myers-Briggs type indicator

Wi, of safe choice' E

5 T I

Average  SD"  Average SD'  Average S Averape SD°

Average SD"  Average SD* Average

1 L6000 14142 B 1XWy 12689 32500 16819 0.40 .50
2 La0l 21602 B4400 14457 46842 1.4550 044 0.51
3 Lzoo  Ge1Xy 71200 14236 5.058E 19534 i) .50
Taotal 1467 L3711 78930 14757 5.0000 [.6940 .33 050

s

0346 4% 48 .51 .60
.36 .45 .52 31 0.2
0,48 0.5] 0.6 050 n.s52
0,40 .49 .53 M1, 56 0.55

.50
.51
051
{050

"SD=standard deviation,
"We drop those subjects who switched from B back to A. So the valid observations are 20,

19 and 17 in Treatment 1, 2 and 3, respectively.



Individual Errors

EIE = fi, + i, TDu + i TDh + f, DDy 4 £.DD 4 5. DDy 4 §,MD,
+ fisMDs + fMDs + fi,, MDDy + STAT + RISK + &

* TDs are the treatment effects (composite base)

* DDs are the dataset effects (small sample normal
base)

 MDs are MBPI designations
— MD1 =1 if extrovert
— MD2 =1 if sensing
— MD3 =1 if thinking
— MD4 =1 if judging



Individual Errors

Table 7. Regression output for the error of individual estimate e,

Wariables Error of individual estimate Error of individual estimate Error of individual estimate  Error of individual estimate across
meToss entire distribution acroas lefl ol meross right tail two tails
(==, +2=) (=0, B (1200, 4ac) {—=, 80) and (120, +=)
Coefficient P value Coefficiedt o value Cozfficient F valuz Coefficient p value
Intercept BAl.6203 <], ()] =+ BE9054 Rl REd 1412804 DUDiFFEees 2071858 0. HS=**
T, BT.0366 0,005 =4 —R.2458 1.0825= =253732 0117 = 35619 D067
Ty —114.5271 ih010s — L5257 0i6s7 —26,1358 01794 =30.6695 LN
DDy, —437. 19464 <2 (L] —(L1559 09772 =0.1195 09940 ~01,2755 00859
] 3 —d435 GH59 S )] R — 14,6451 (L.O0OT T+ —2.885] 08770 = 17,5015 (i
Dy = 1956332 == (1K) #== — 1,34 TR 24, 1884 02156 22 5044 03073
MDDy — 15,3605 06323 =123 0770 =244 L0516 —2R.6477 K el
M. 25130 0.8005 B.7103 0045+ + I ZIAT LI 47,047 .45 *==
M, 42,5180 0,223 —3.1518 04793 = 205273 (sh =31 ARG 0. {504 =
MDDy —&T.014 L iHITE —5.84A2 11808 =24 M8 s =305 0.0627*
STAT - 15,7053 L[5 =4 5868 .G 6= == ~8.4195 01159 — 13,5063 00377
RISK T.T00E (L7322 =3.0151 N412 22178 08594 —521M4 0.7125
Mo, of Ohs 224 234 224 224
s .4502 01249 0,106 01266

%, ** and * denote significance at the 1, 5 and 10% levels, respectively.




Individual Errors

* Feedback improves accuracy

— Means of feedback seems less
important than the existence of
feedback

* Distribution/sample size appears
not to significantly affect error
rates

* Knowledge/experience matters

— Limited in scope here, but
supports the idea that true
experts produce better subjective
estimates




Individual Errors

* Personality effects

— Extroverts performed better—focus attention to outer
world of people and things; perhaps outward orientation
leads to better induction?

— Sensing were more inaccurate—focus attention on five
senses and discount “gut feelings”; intuitive people listen
to their unconscious mind

— Thinkers performed better—focus attention on facts and
objective reasoning rather than person-centered
emotional responses

— Judgers performed better—prefer planned and organized
approach to life, likely leads to more organized thought
processes

Personality matters...now you just have to figure out how to effectively screen for it
with your experts.



Aggregate Errors

Table 3. Hepression ouipal for the MSE of agpregabed e inaie model

ME5E of ageremied esimaie agms MSE of aperegated eslhimale scros MEE of appregsied o= immale scros

lefl izl right 1=al twior Lzl

{—oao, ) {130, +oc) {—oo, B0y and {120, +oc)
Varmahles CoefTicient pevalue CoaTident pvalue Coeflicent pvalue
[miercepit 16. 7026 UL R 234461 <(LO0]* ) ) LTI Rl
T2 12681 04254 079 QOo5s= 95258 DIE
TS 29321 0.6 3% 51874 DT e 124912 aoppes
Doz BA21 O zess 4ARIT OOESE® 24 1839 LR e
BB E] 13,9041 <IN ] 2 152952 < (O] 57.1299 <AL
[[ed 2.5515 0.173 6.3 i (g 53062 03157
W {.1943 0.EM7 0119 0.9 30 01132 09755
M. of ok, 24 2 2
o 0.E1TE 09013 a2

Nage: "% " and * denote significance at the 1, 5and 10% level, mespactively.



Aggregate Errors

' e Again, feedback matters, but it
does not seem to matter the

\
-

form of the feedback.

$ * Here, sample size does matter
and reduces aggregate error
rates
* Weighting scheme does not
seem to matter




Aggregate Bias

Table 4. Regression ouipal for ithe biss of aggregaied estimabe model

Bias of agpregated estimate amss

Bias of agpregated estimate & mss

Bias of agprepated estimate achss

left tail righit tail twn tails

{— s, B {120, ) i —a, B0 and {120 + o)
Vanables CoefTicient vl s el s et vl i sl i et vl
Intercept 32218 <f). () 1> 4.6062 <fh. (1> 7828 <I0L OO >
T2 0. 7RO 0.005** —(L401 3 0.2114 0.3792 (L4555
T3 (L2199 0.3 —(L6#07 0. 0507 —. 4297 (L3087
D2 — 5575 <fb. () 1*** — 79566 <f). (W 1*** —13.533 <AL OO *
D3 —4.3268 <f). (¥ —3.5602 <f). (1 * —7. 8941 <L (¥
D4 —(L6 108 (.0435* 0478 0. 1964 —0.131 L8219
WD (L0339 0.866 —(L{K259 (.9195 0,004 (L9844
# of Obs 24 24
' 0L9M% 0.977 09789

Nere: ** and * denote significance at the 1 and 10% levels, respectively.



Aggregate Bias

* No real consistent pattern in bias relative to
feedback

— Perhaps the consensus reduced it a bit, but the
relationship is not particularly strong

* Bigger samples help reduce bias, but not clear
if there is an “optimal” sample size

* Weighting scheme does not matter



Conclusions

Use of incentive compatible experiment

reveals some useful information:

Feedback is useful, but the manner is
less important
* If aggregating with simple feedback is
cheaper than a “Delphi” approach, it may
be preferred
Sample size matters in the aggregate,
but no so much at the individual level

Personality and experience or
knowledge matter, but risk aversion
does not

No consistent pattern to bias

*  We did not allow non-anonymous
interaction where personality and bias may
interact; could be a real weakness of
“Delphi” approaches




Recommendations

* Any attempt to elicit subjective estimates of
risk should include:

— Some manner of interactive/iterative feedback
— Persons screened for specific expertise
— Persons screened for personality types

— Attention to sample size...but, more attention to
feedback



