Given the decrease in sustainable manufacturing techniques, recent core processor architectures have relied upon increasing degrees of parallelism in order to maintain peak theoretical performance scalability. However, many of these architectures maintain the same core architectural techniques as were applied over the past two decades. The use of multi-level cache hierarchies, strong memory ordering and complex CISC [VLIW] techniques have failed to deliver scalable performance, especially for applications associated with large-scale analytics. In this talk, we introduce Goblin-Core64, a massively parallel processor architecture designed to efficiently solve non-deterministic or sparse algorithmic workloads commonly referred to as Big Data problems. The end result is a highly scalable, parallel processor infrastructure that natively maps modern parallel programming constructs, compilation techniques and low-latency runtime methodologies in order to efficiently solve problems in large-scale analytics.
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