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ABSTRACT
Software engineering researchers analyze programs by ap-
plying a range of test cases, measuring relevant statistics
and reasoning about the observed phenomena. Though the
traditional statistical methods provide a rigorous analysis
of the data obtained during program analysis, they lack the
flexibility to build a unique representation for each program.
Bayesian methods for data analysis, on the other hand, al-
low for flexible updates of the knowledge acquired through
observations. Despite their strong mathematical basis and
obvious suitability to software analysis, Bayesian methods
are still largely under-utilized in the software engineering
community, primarily because many software engineers are
unfamiliar with the use of Bayesian methods to formulate
their research problems.

This tutorial will provide a broad introduction of Bayesian
methods for data analysis, with a specific focus on prob-
lems of interest to software engineering researchers. In ad-
dition, the tutorial will provide an in-depth understanding of
a subset of popular topics such as Bayesian inference, prob-
abilistic prediction techniques, Markov models, information
theory and sampling. The core concepts will be explained
using case studies and the application of prominent statis-
tical tools on examples drawn from software engineering re-
search. At the end of the tutorial, the participants will ac-
quire the necessary skills and background knowledge to for-
mulate their research problems using Bayesian methods, and
analyze their formulation using appropriate software tools.

1. GOAL AND OBJECTIVES
This tutorial aims to introduce software engineering re-

searchers and practitioners to the field of Bayesian analysis.
The primary goal is to provide a broad perspective of the
core theoretical concepts of Bayesian methods. In addition,
we will focus in-depth on a set of methods that can be used
to formulate problems of interest to the software engineering
community. These methods and the associated topics will

be explained through case studies and examples drawn from
software engineering research. At the end of the tutorial,
the participants will have acquired the following skills:
• The ability to identify the applicability of Bayesian meth-

ods to challenges in software engineering, and hence to
their own specific research problems.

• The ability to translate their own research problems into
the Bayesian framework, and choose the methods most
appropriate to the problem under consideration.

• The ability to differentiate between traditional and Bayesian
statistical data analysis, and to understand the pros and
cons of these approaches.

• The ability to use existing Bayesian data analysis tools in
their research projects.

• The ability to setup and conduct rigorous experiments
to evaluate the relevant hypotheses in the domain under
consideration.

2. MOTIVATION
Over the last few decades, software engineering research

has established strong ties with empirical and statistical
methods for knowledge discovery through data analysis. Re-
searchers evaluate their techniques on a relatively small sub-
set of the software programs, identify important character-
istics of the proposed solutions, and use the acquired knowl-
edge to predict the effectiveness of the proposed approaches
on the entire population of programs. Such attempts at
knowledge discovery typically use statistical methods for
data analysis. The key challenge is that there are uncer-
tainties associated with the observed behavior of each pro-
gram during data analysis. In addition, it is often infeasible
to run all possible tests to completely analyze a given pro-
gram. Even though some behaviors may remain constant
across different types of analysis performed on a program
(or even across a set of similar programs), it is unlikely that
we can accurately predict the behavior on the basis of lim-
ited data analysis. Hence, there is a potential external threat
to any result obtained through a traditional statistical data
analysis of the programs. These statistical methods do not
offer the flexibility required to build unique representations
for each program. Hypotheses are typically evaluated using
established statistical measures, and it is difficult to fully
exploit new observations that may play an important role
in the evaluation of the hypotheses. Traditional statisti-
cal techniques are hence insufficient to address the inherent
stochasticity of program analysis.

Bayesian methods, on the other hand, provide the math-
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ematical basis for elegantly incorporating new observations
that may influence the prior beliefs about the hypotheses
under consideration [3]. Bayesian methods account for this
stochasticity in program analysis by explicitly building prob-
abilistic models of the uncertainty. Specifically, Bayesian
methods have at their core, a probability measure associ-
ated with the current belief about the program and hy-
potheses being analyzed, and these beliefs are updated over
a period of time as new evidence becomes available. These
properties have resulted in the use of Bayesian methods in
a wide range of problems in many fields in computer sci-
ence and engineering such as machine learning, computer
vision and robotics [3]. Despite their obvious suitability to
software engineering problems, Bayesian methods are still
largely under-utilized in the software engineering commu-
nity. The major challenge to the widespread use of Bayesian
methods is the unfamiliarity with the strong mathemati-
cal foundations of such methods. Many software engineers
therefore find it challenging to exploit the representational
power of Bayesian techniques in order to formulate their
research problems. A close look at the recent papers pub-
lished in the premier software engineering conferences re-
veals that only recently has the focus shifted towards apply-
ing advanced stochastic methods for data analysis [1, 2, 4,
6, 10]. Knowledge of Bayesian methods will therefore enable
researchers to make significant contributions to the field of
software engineering.

This tutorial will prepare software engineering researchers
and practitioners for using Bayesian methods in their re-
search projects. Our goal is to provide a broad perspec-
tive of the core theoretical concepts of Bayesian methods
and probabilistic analysis. The tutorial will therefore begin
with an overview of the related concepts in probability and
statistics. Next, we will introduce Bayesian inference and
some relevant concepts from the field of information the-
ory such as entropy and bootstrapping. We will then delve
into some popular Bayesian techniques that can be applied
to the current challenges of interest to the software engi-
neering community. Towards this end, we will provide an
in-depth description of selected topics such as information
theory-based model checking, Markov models and Markov
decision processes, and the powerful concept of sampling.
All the concepts described in this tutorial will be grounded
using illustrative examples drawn from the topics of current
interest to software engineering researchers.

3. STRUCTURE OF CONTENTS
This full-day tutorial concentrates on the use of Bayesian

methods for data analysis in software engineering. Below,
we describe the content of the tutorial:
• Introduction: importance of data analysis in software en-

gineering; challenges and requirements.
• Statistical analysis: hypothesis testing; statistical signifi-

cance, regression analysis; demonstrations using statisti-
cal analysis tools.

• The importance of Bayesian analysis: drawbacks of ex-
isting data analysis approaches; Bayesian inference and
applicability to software engineering problems.

• Illustrative software engineering examples.
• Bayesian inference: introduction to probabilistic analy-

sis; joint, conditional and marginal distributions; Bayes’
rule; Bayesian classification and regression; information
theory; univariate and multivariate analysis; demos using

MATLAB [7], R [9], and WinBUGS [8].
• Model checking and information theory: bootstrap testing

of hypotheses; statistical information gain and entropy re-
duction; Bayesian model analysis; applications to software
engineering problems.

• Markov models: introduction and Markov property; Markov
chains; Markov decision processes (MDPs) and Partially
Observable Markov Decision Processes (POMDPs); appli-
cations to software engineering.

• Sampling methods: Gibbs sampling, MonteCarlo sam-
pling, stochastic sampling; applications to software testing
and program analysis using WinBUGS.

Given the extensive experience of one of the presenters in
robotics, the tutorial will include (if time permits) a live
demo of the application of Bayesian methods on a mobile
robot platform.

The slides, datasets and other resources used in the tuto-
rial will be made available to all the participants. The more
mathematically inclined members of the audience can look
at [3, 5] for details regarding the core principles underlying
the techniques being discussed in the tutorial.
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