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Running Matlab jobs on Hrothgar

1. About Matlab campus license

Since September 1, 2011, TTU obtained campus license of Matlab. This license includes the
most recent version (R2013b) of the Matlab software and the top 50 toolboxes. This version of
Matlab is installed on Hrothgar, and available to all TTU faculty, staff and students. However,
under the license agreement, each user is allowed to run two Matlab sessions simultaneously.
This limitation is enforced on Hrothgar. Matlab jobs must be submitted to “matlab” queue.

III III

Running Matlab in “normal” or “serial” queue, and running other jobs in “matlab” queue is not

allowed.

The following instructions focus on the usage under the campus license. For users who wish to
use department or group owned Matlab licenses on Hrothgar, please contact HPCC for
assistance.

2. Setting the environment variables
Environment variables on Hrothgar are managed by Softenv. For more information about
Softenv, please refer to the user guide “User's Environment” at HPCC user guides page
http://www.hpcc.ttu.edu/php/NewUser.php.

For infrequent Matlab uses, users can set up Matlab environment variables by command:
soft add +matlab

This command sets up the environment variables for the current session. It expires when the
user logs out. Frequent users may prefer to set up the environment variables permanently, and
it can be done through the following commands:

echo +matlab >> SHOME/.soft
resoft

Type the command “which matlab” to verify that matlab command can be found and is the
correct version

which matlab

It should return: /lustre/work/apps/MATLAB/R2013b/bin/matlab.

http://www.hpcc.ttu.edu
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3. Job Submission

3.1 Non-interactive jobs

When a user needs to execute an m file, and there is no interaction between the user and
the program, it is suggested to submit a non-interactive job. Typically it is also without a
graphical interface for better computation performance. Following is a simple Matlab job
submission example that would request 1 core and execute an m file.

3.1.1. Step 1 - copy examples as test programs

cp —r /lustre/work/apps/examples/matlab matlab

This command will copy the matlab test directory to the user’s current directory. The
directory contains four files, matlab.sh, matmulfile.m, A.dat and B.dat: matlab.sh is a job
submission script, and matmulfile.m is an m file that multiples the matrices in data files A.dat
and B.dat.

"E 1:hrothgar.hpce.ttu.edu - huizhu@hrothgar - S5H Secure Shell x

File Edit Wiew Window Help

H gl ~ & B

& Quick Conmect || Profiles

RN

hrothogar: fexanpless cp -r /lustre/work/apps/exanples/matlab matlah ﬂ

hrothogar: fexanpless cd natlah

hrothogar: fexanples/matlabhs 1=

A.dat EB.dat matlab.sh natmalfile.m

hrothgar: /fexanples/matlabg I j
-

Connected to hrothgar, hpoc, b, edu 53HZ - aes128-che - hmac-mds - none | 77x5 é“?’]

The file matlab.sh looks like the below. The lines starting with “#S” are Sun Grid Engine
settings. In this case, the job’s name is “matlab-test” (#S -N matlab-test), it is submitted to
“matlab” queue (#S -q matlab), and it requests to use one core (#S -pe fill 1). The command
line “matlab —nodisplay —nojvm —r matmulfile > matlab.out” tells the system to execute
“matmulfile” in matlab, without display and java virtual machine, and write the output to file
matlab.out.

http://www.hpcc.ttu.edu
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#!/bin/sh

#S -V

#S -cwd

#S -S /bin/bash
#S -N matlab-test

#S -q matlab
#S -pe fill 1
#S -P hrothgar

#$ -0 $JOB_NAME.0$JOB_ID
#$ -e $JOB_NAME.e$JOB_ID

matlab -nodisplay -nojvm -r matmulfile > matlab.out

Users may copy this script to the directory with “.m” files and other input files, and modify

the command line “matlab —nodisplay —nojvm —r matmulfile > matlab.out”, replace

“matmulfile” with the file name of the “.m” file (without the .m extension)with. For more

information about Matlab command line options, please refer to Matlab user guide.

3.1.2. Step 2 — gsub to submit jobs
gsub matlab.sh - To submit your matlab job to Hrothgar.

gstat — To check the status of the job

The following snapshot shows the procedure of submitting a job and checking its status. The
first gstat command was executed just after the job was submitted, and it returned the job

state as “qw”, which means the job is waiting in the queue. The second gstat command was

executed about 30 seconds later, and it returned the job state as

o_n
r

, which means it is running.

The last gstat command returned nothing, when the job finishes.

‘8 2:hrothgar.hpcc.ttu.edu - huizhu@hrothgar - S5H Secure Shell

File Edit Wew ‘Window Help

H ek "2 &

& Quick Cannect (] Profiles

EEENXL

hrothgar: fexamples/matlabi gsub wmatlab.sh j

Four job 1471617 ("matlab-test”) has been submitted

hrothgar: fexamples/matlaby gqstat

job-ID prior name user state submit/start at quens slots ja-task-ID

1471617 0.00000 matlab-tes huizhu otr 0l/26/2012 16:37:03 1

hrothgar: fexamples/matlabé gatat

job-II' prior name user state submnit/start at queue slots ja-task-ID

1471617 0.25001 matlab-tes huizhu r 0142642012 1A:37:50 matlabfcompute-25-21. local 1

hrothgar: fexamples/matlabi gstat

hrothgar: fexanples /matlabg I j
-

Connected ta hrothgar, hpoe. o, edu S5HZ - aes128-che - hmac-mds - none | 114x12 ;gl (]
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3.2 Interactive jobs

To take advantage of Matlab’s graphical interface, one can submit interactive jobs. The
following steps submit an interactive job to a node, and the user can invoke matlab’s graphical
interface on that node.

First, set up Xming for X window forwarding. Refer to the user guide “Installing X-Windows
server” on the user guides page http://www.hpcc.ttu.edu/php/NewUser.php.

Second, run command qglogin to start an interactive job.

qglogin —q matlab —P hrothgar
Sun Grid Engine will schedule a free node for his job. When the terminal is brought to a
specific node, the user can call Matlab application by typing the command matlab.

The following snapshot illustrates the procedure of starting the Matlab graphical interface. If
all settings are valid, a Matlab desktop will be brought up to the local computer’s screen.

hrothgar.hpcc.ttu.edu - hrothgar-w - 55H Secure Shell l = | (=] |_ih]

File Edit Wiew Window Help
H &k ¥ B ) S| % SN

&1 Quick Connect (] Profiles

hrothgar:$ glegin —g matlak -P hrothgar

local configuration hrothgar.local not defined - using globkal configuration
Your job 177839 ("QLOGIN™) has been submitted

waiting for interactive job to be scheduled ...

Your interactive Jjob 177839 has been successfully scheduled.

Estabklishing /fopt/gridengine/bin/rocks-glogin.sh session to host compute-29-12.1
ocal ...

Warning: Permanently added '[compute-29-12.lccal]:58548' (R5L) to the list of kn
own hosts.

Bocks Compute Node

Bocks 6.0 (Mamba)

Profile built 19:59 09-Jan-2013

m

Kickastarted 20:05 09-Jan-2013

-

compute-29-12:% matlak

Connected to hrothgar.hpee.ttu.edu 55H2 - aesl28-cbe - hrac-md5 - no| 80:16 gl
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For Additional Assistance Contact: hpccsupport@ttu.edu

For Comments/Suggestions on user guide hpcc@ttu.edu
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