Numerical Analysis Preliminary Examination 2002
Department of Mathematics and Statistics

Note: Do eight of the following nine problems. Clearly indicate which eight are to be
graded.

1. Let A be a real, symmetric, strictly diagonally dominant n x n matrix. Suppose A =
D + N, where D is a diagonal matrix and N;; = 0 for each 1.
(a) Show that AZ = b if and only if # = D~'(b — N).
(b) Show that there exists a p < 1 such that for f(Z) = D~'(b — NZ),

1F (@) = D)l < p (17 = §ll.
(c) Show that the sequence #*+1) = D=1(b — NZ®) converges to .

2. Let the n X n matrix A have elements
1. )
a;j = / e’ e dx
0
for 1 <, < n. Prove that A has a Cholesky Factorization A = LT L.

3. Let A be a nonsingular n x n real matrix and ||[A7!'B||=r < 1.

A-1
(a) Show that A + B is nonsingular and ||(4 + B)7!|| < 7“1 H

—r
(b) Show that

=112
||(A—|—B>_1—A_1H < ||B||1||_AT || )

4. Let xf for v =1,2,---,n be positive numbers on a computer. With a unit round-off error
g, xf = z; (1+¢) with |¢;| < §, where z; for i =1,2,-- - n are the exact numbers.

(a) Consider the product P, = [ #; and its floating point approximation P} = [] z}.
i=0 1=0
Show that if P* = P,(1 + €), then ¢ satisfies

e < P2t

(b) Consider the scalar product Sy = @7 b where @ = (21, 22)” and b = (23, 24)7. Let
S5 be the floating point approximation of S5. Prove that
% < b,
Sy
5. Assume that f € C?[a,b] and xg, zo+h, xo+2h € [a,b]. Prove that there exist constants
¢, and ¢y such that

o) = [25£0) + 1o+ h) + eaf o +20)] | € W2 o |7(0)

2 alz<b

where ¢ > 0 is a constant independent of h.



1
. Let f(x) = — and P»(z) be the Lagrange quadratic polynomial that interpolates f(z) at
x

ro = 2, 1 = 2.5 and x5 = 4. Recall the error formula

f(z) — Py(z) = é (x —x0) (x — 1) (x—22) f"(&(7)), o< T <To.

(a) Using the error formula, obtain a sharp error bound for |f(3) — P2(3)|.
(b) Find a function &(x) explicitly for this problem.

. Consider a quadrature formula of the type

| e @) de = af(0) + b (e) + E(F)
where E(f) is the error in the formula.

(a) Find a,b and ¢ such that the formula is exact for polynomials of the highest degree
possible. (Note that /OO e a" dr =n!).

(b) Let P(x) be the Hermite polynomial interpolating f at the (simple) point z = 0 and
double point z = 2; i.e. P(0) = f(0), P(2) = f(2) and P'(2) = f'(2). Determine
/0 Tt P(z) dx and compare with the result in part (a).

(c) For the values of a,b and ¢ found in part(a), obtain the error E(f) in the form
E(f) =Cf"() for some £ > 0 where C' is a constant.

. Consider the initial-value problem y'(t) = f(t,y) for 0 < ¢ < 1 with y(0) = a. Consider
the one-step method
Ypt1 = Yk + h P(tg, yg, h)
with yo = a, h = 1/N, and t; = kh for k =0,1,---, N. Assume that there is a constant
L such that
|D(t,y,h) — P(t,z,h)| < L |y — 2|

for all ¢,y, z € R. Furthermore, assume that the solution y(t) satisfies
ly(t +h) —y(t) — h®(t, y(t), h)| < c KT

for all ¢, h € [0,1]. Prove that

P

o
lyv —y(1)] < c T (e” —1).

. Let f:[a,b] — IR be a C' function satisfying f'(x) # 0 for = € [a, b]. Let {p,}>, be the
Newton iteration sequence for solving f(x) = 0 i.e., p, satisfies
f(pn—1>
Pn = Pn-1 — .
' f'(pn-1)

Assume that p, € (a,b) for n > 0 and dim p, =

(a) Show that
fr) =0.
(b) Prove that

3 |f (Pn)]
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