Numerical Analysis Preliminary Examination August 2005

Department of Mathematics and Statistics

Note: Do nine of the following ten problems. Clearly indicate which nine are to be graded.
No calculators are allowed.

1) Consider a piecewise continuous approximation Iy f(x) of the function f(z) over the interval [0, 1]
with N + 1 equally spaced points.

a) Find the largest step h = 1/N for which f(z) = e® can be approximated with accuracy 10~% by
using piecewise continuous linear interpolation.

b) Find the largest step h = 1/N for which f(z) = e® can be approximated with accuracy 10~6 by
using piecewise continuous cubic interpolation.

2) Let g(z) be in C[—1,1]. Consider the approximation of the following integral

1
/_1 V1—22g(x)dx

with 3-point Gaussian formula.

a) Determine the nodes and the weights of the 3-point Gaussian formula. (The orthogonal polyno-
mials with respect to the weight function v/1 — 22 can be generated with the recursive formula
Up+t1(x) = 22U, () — Up—1(x) for n =2,3,... and Up(z) = 1 and U;(x) = 2x.)

b) Write explicitly the numerical 3-point Gaussian formula for computing the integral.

3) Given the following linear multistep formulas

8 8 6h
(A) Yn+1 — Eyn + Eynfl —Yn-3 = E(fnJrl + 4fn + 4fn72 + fnf?))a and
(B) Yn+l + Yn — Yn—1 — Yn-2 = 2h(fn + fnfl)a where f, = f(tnayn)a

for solving the initial value problem

dy
_ = t’ t =
o =) y(to) = o
over the interval tg <t <T.

a) Determine the stability of the schemes (A) and (B).
b) Find the order of accuracy and the leading error term of (A) and (B).

c¢) Discuss consistency and convergence of the schemes (A) and (B).
4) Consider the Runge-Kutta three-stage method

h h h 3h 3h
Yitl — Yi = 5(291 +392+4g3), g1= f(ti,vi), 92 = f(t:i + 5 Vit 591)7 g3 = f(t: + vt Zgz)

d
for solving the initial value problem di; = f(t,y) with y(0) = yo.
a) Verify that it is a third-order method.
b) Discuss stability and convergence of the method.
5) Let A= B — C, where A, B,C are n x n nonsingular matrices, and let
Bf™ =czm 4y m>1.

Show that if |[B~1C|| < 1 then lim #™ = A~'j for any ¢, #© e R™.

m—0o0



6) Consider the iteration method
Tp+1 = ¢(zr)  k=0,1,...

for solving the equation f(x) = 0. Choose the iteration function of the form

$(z) =& —nf(w) = 72f*(x)

and find 7; and 2 such that the iteration method is at least of the third order. (Suppose that there
is a ¢ € R such that f(&) =0, f/(£) # 0, and f”(£) # 0 with f € C?*(R).)

7) Determine the values of a, b and ¢ so that

]

)
f(x):{?)—l—x 922, :L'E[(l),;]

a+bx—1)+clx—1)2+dx—1)3, =zcll,

2
is a cubic spline having knots at 0, 1 and 2. Determine d so that / [f"(z))?dx is a minimum.
0

8) Consider the following algorithm
mput xg
1=0
eps = 1.0
while (eps > .00001) do the following steps
Tiy1 = %cos(a:i) — %xz
t=1+1
eps = |zip1 — x4
a) A standard numerical method is used in this algorithm to generate the sequence xg, x1,x2, . ...
Give the name of this method.

b) Given any zp € R in the algorithm, prove that eps will eventually be less than .00001, that is,
prove that the sequence xg, 1, x2, ... converges for any zg € R.

h
h
9) Consider the midpoint rule / f(x)dx =~ hf(g).
0

h
a) Prove that

dent of h.

h
f(z)dx — hf(Q)‘ < ¢1h? for f € C0,h] and for a positive constant ¢; indepen-
0

h
b) Prove that

dent of h.

h
f(x)dx — hf(Q)‘ < coh® for f € C?[0, h] and for a positive constant ¢, indepen-
0

10) Consider the linear system AZ = b where A is a nonsingular n x n matrix. Let AA be a perturbation
of A satisfying |AA||[|A7Y| < 1. Prove that if A% satisfies
(A+ AA)(Z+ AZ) = b,
then

1Azl JAIATY [AAl
1Zl = 1= [|AAJ[JAZH] [1A]




