
Numerical Analysis Preliminary Examination August 2007
Department of Mathematics and Statistics

Note: Do nine of the following ten problems. Clearly indicate which nine are to be
graded.

1. Let / € C'?(R). Consider Newton's method rn+r : ' f (r") -, " - f f i ,  D)  0 forso lv ing
the nonlinear equation f(r) = 0. Let en : rn- r where r is a simple zero of / (i.e.
/ ( " )  :o* f ' ( r ) ) .

(a) Show that p- ,,  :  1 t!(€)-o'ut e41r : 
t|Gj"i, 

where (,, is a number between xn and r.

(b) Suppose / is increasing and / is convex (i.e. f" @) > 0) for all r € IR. Show
that the Newton iteration will converge to the zero from any starting point.

2. Let Aa = aD *aL*U, where D is a n x n diagonal matrix, .L is a n x n strictly lower
t r iangularmatr ix ,Uisanxnstr ic t lyupper t r iangularmatr ix ,anda>0isaposi t ive
parameter. Let Aoi: b. Suppose the Gauss-Seidel method converges for a : 1.

(a) Prove that the Gauss-Seidel method converges for any value of o > 1.

(b) Let A.: | :. !. l. Sr,o* that the Gauss-Seidel method converges for a : t but
LO  AJ

does not converge for o : 0.5.

3. Let P(r) be the continuous piecewise linear interpolant to f (r) : o3 on the interval
[0 ,10]  such that  P(k)  :  / ( f r )  for  , t  :  0 ,  7 ,2, . . .  ,L0.

(a) Find the exact error e(r) = l/(c) - P(")l on the interval [2,3].
(b) Determine the maximum exact error in [2,3], i.e., find 

r?;2ruu(").

4. Prove that the eigenvalues of matrix A arc unaltered if a row of A is multiplied by a

number c I 0 and the corresponding column is multiplied by I.
c

5. Let / have derivatives of all orders. For h > 0 determine a formula of the form,

f"' (r) - frw {, - 2h) + bf (n- /,) + cf (r) + d,f @ + h) + ef (n + zh))

where the order of the error is fr2. Find a,b,c,d and e.

6. Consider the init ial-valueproblem 
# 

= a+by(t)+csin(g(t)), 0 < t S l  where
gt(O) : I and a,b,c > 0 are constants. Let us suppose that the solution satisfies

;prg,lu"(t) l :  
M < m. Consider the approximation y6a1 :U**@+by1r+csin(y))h

fo r  f t :  0 , I , 2 , . . .  ,N  - I ,  Ao=  y (0 ) ,  and  h  =  ] .  p rou .  t ha t  l g (1 )  -an l  Mheb+c
, ,  N  

- - - v E U u o u t v ( r / , - c N l  > 2 ( b + c )  '



7. Let g(i):< i ,Ai l  > -2 < i ,6> where A is a posit ive definite and symmetricnx n
matrix and the inner product is defined as < i,i >: {i.

(a) Let d and dbe fixed vectors, 6 +6 and let f be a real number variable such that
i  <  d r i  -  A i  >  oL^ - - -  a l ^ r .  - / - i  ,  i - \  1 r \  <  i l r i  -  A i l  >2t = _________=__;_=_. Show that: qE * tfl : o(i) _

. r,A#. Show that: s(d +ti) : s(i) - < i,Ad >
(b) Show that if i* minimizes g(d), then i* is a solution to the positive definite linear

system A** :6.

8. Consider the following multi-step method:

Ax+t * doAk: h(Zrf (t*+r,Ux+r) * hf (tr, ,Ax) + 1of (tr-r, Ur-r))

for solving the initial-value problem y'(t) : f (t,y).

(a) Find ao, 00, gr, gz ilch that the method is third order.
(b) Is the method consistent? If so why? If not why not?
(c) Is the method stable? If so why? If not why not?

9. Let f e Cla,b] and let P"(r) : 
i aknk bea polynomial of degree at most n that
/c=0

minimizes the error , = fu (/(c) - p^(r))z dr.
J a

n o b p b

(a)  Provethat fa6 /  r i+kd,x :  I  i f@)d,x for i :0 , t , . . . ,n .
f f i J "Jo

(b) Also show that the system of equations in part (a) has a unique solution.

10. Determine the total number of operations (addition, subtraction, multiplication, divi-
sion) for the Gaussian Elimination algorithm described below:

input n,, (a;3)

f o r k :7 ton -1do

fo r i : k+ l t on ,do

, -ono
akk

f o r j : k t ondo

a i j : a i j - Z A k j

end do

end do

end do


