
Numerical Analysis Preliminary Examination, May 2015
Department of Mathematics and Statistics, Texas Tech University

Solve 8 out of 9 (eight out of nine) of the following problems. Clearly indicate which
eight are to be graded.

1. Determine, if it exists, a quadrature rule of the form

∫ 1

0

f(x)dx ≈ α(f(x0) + f(x1))

that is exact for all quadratic polynomials.

2. (a) Given any vector norm ‖ · ‖v in RN , give the definition of subordinate (or induced)
matrix norm ‖ · ‖m to the given vector norm ‖ · ‖v.

(b) Let A be a square matrix. Prove that, if ‖A‖m < 1, then (I − A) is invertible, and

(I − A)−1 =
∞∑
i=0

Ai .

3. Prove that the eigenvalues of a square matrix A lie in the intersection of the two sets D
and E defined by

D =
n⋃

i=1

{
z ∈ C : |z − aii| ≤

n∑
j=1,j 6=i

|aij|

}
, E =

n⋃
i=1

{
z ∈ C : |z − aii| ≤

n∑
j=1,j 6=i

|aji|

}
.

4. Given any r > 0, Heron’s algorithm for computing
√
r is

xn+1 =
1

2

(
xn +

1

xn

)
.

(a) Show that
√
r is a fixed point of this iteration.

(b) Show that this iteration can be derived as a Newton method.

(c) Prove that the sequence xn converges to
√
r, where the starting point belongs to an

interval to be chosen by you as needed.

5. Given a linear space E endowed with an inner product < ·, · > and corresponding
norm ‖ · ‖ = √< ·, · >, prove Schwarz’s inequality

| < f, g > | ≤ ‖f‖‖g‖ ∀f, g ∈ E .



6. Determine the best approximation of the function f(x) = x7 + 1 in the linear space
G = span{x, x3, x5} on the interval [−1, 1], using the norm

‖f‖2 =
(∫ 1

−1
|f(x)|2dx

)1/2

.

7. For the numerical solution of the Initial Value Problem

x′ = f(t, x) , x(t0) = x0

consider the implicit trapezoid method

xn − xn−1 =
1

2
h(fn + fn−1) ,

where fn = f(tn, xn).

(a) Show that the method is the one-step Adams-Moulton (i.e. implicit) formula and
that it is equivalent to the integration of the original equation by the trapezoid
quadrature rule.

(b) Determine whether this method is convergent.
(c) Find the order of the local and global truncation errors.
(d) Determine whether the method is A-stable.

8. Consider the finite-difference solution of the linear Boundary Value Problem for the
function x(t) on the interval [a, b],

x′′ = u(t) + v(t)x+ w(t)x′

x(a) = α

x(b) = β .

Assume v(t) > 0, and divide the interval [a, b] using equally spaced nodes.

(a) Propose finite-difference approximations for x′ and x′′.
(b) Derive the linear system resulting from those approximations, and discuss the con-

ditions for which the matrix is nonsingular.

9. Consider an orthonormal system [u1, u2, . . .] in an inner product space E. Let Un =
span{u1, u2, . . . , un}. Define the operator Pn : E → Un by

Pnf =
n∑

i=1

< f, ui > ui , f ∈ E .

Show that

(a) Pn is onto (surjective);
(b) Pnf is the best approximation of f in Un.


