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Abstract—The stress intensity factor variation along a semicircular surface law in a three
dimensional solid (plate) of finite thickness is derived. This is done using a nested alternating
procedure which employs the complete analytical solution for an arbitrarily loaded circular flaw
embedded in an infinite solid. The method accounts for both the front-surface/backsurface as well
as the boundary-crack interactions, as opposed to the method of Thresher and Smith (J. appl.
Mech. 39, 195-200, 1972) which considered only the boundary-crack interactions. In the present
method, the residual tractions on the front and back surfaces, during the alternating procedure,
are erased using Love's half-space solutions. Various numerical examples of tension and flexure
loads are given. Results obtained by this method are compared with available experimental and
computational data.

1. INTRODUCTION

Three-dimensional Fracture Mechanics has drawn much attention in recent years as computer
technology evolves into new and more powerful forms. In the context of LEFM (Linear Elastic
Fracture Mechanics) the central problem is to determine the stress intensity factors which
characterize the singular stress field in the neighborhood of the crack tip. Based on the known
values of the stress intensity factors, the fatigue life and fracture strength of the structure can be
predicted through empirical formulae.

For 3D failure assessment, the preexisting flaws in the engineering structure are often idealized
to be circular or elliptical for algebraic convenience. Of the various crack geometries that occur
in normal service conditions, the surface flaw was found to be one of the most prevalent[1]. The
numerical analysis of a surface flaw requires the proper handling of a high stress gradient near the
free boundary surface as well as the singular stress field along the crack front. Among the popular
numerical techniques for solving this problem are the singular finite element and the
Scharwz-Neumann alternating method. Although both these methods yield similar levels of
accuracy when properly implemented, the latter exhibits enormous computational advantages over
the former[2]. These advantages are very significant when the stress intensity factors are needed
for various design loads and crack dimensions.

Early use of the alternating method for 3D circular flaws dates back to Smith et al.[3, 4] in
which the circular and semicircular crack problems were solved for infinite and semi-infinite solids.
Later, Smith and Alavi[5], and Thresher and Smith[6] extended the method to a finite-thickness
solid, and Hartranft and Sih[7] discussed the boundary layer effect due to the loss of plane strain
conditions at the intersections of the front surface and the crack. For practical purposes, circular
crack problems have also been solved as elliptical cracks with near circular shape, but these results
were extremely unstable as the ratio of the minor and major axes approached unity. Consequently,
limiting ratios of 0.982 and 0.95, for embedded and surface elliptical flaws, respectively, were used
by Shah and Kobayashi[8], and Kobayashi et al.[9]. For an embedded crack, the stress intensity
factor solution based on these limiting values was within a +1.2 to −2.9% precision of the exactly
circular crack solution[8]. For surface flaw problem, however, the stress intensity factors deviated
sharply from the circular solution for polar angles between 0 and 30°[9]. No success in solving the
semicircular surface flaw problem by an elliptical approximation has been reported so far.

In the above investigations [1, 4-9] the alternating method was implemented using two
analytical solutions (hereinafter referred to as the analytical alternating method), i.e. solution of
half-space elasticity problem and that for a crack in an infinite solid, so that highly accurate
numerical results could be obtained. However, recently in a critical evaluation of numerical solutions to the benchmark surface flaw problem[10], it was determined that the analytical alternating method for finite-thickness solid, underestimated the stress intensity factors by a margin of 10–25% all along the crack front. Although several reasons have been given[10], the main cause for this fault was still not known.

In this work we revise the analytical alternating method for a finite-thickness solid[6] by employing an additional alternating loop to account for the interactions between the front and back surfaces, as well as interactions between these surfaces and the crack face. We then correlate the alternating procedure with Neumann's[11] idea of orthogonal projections in Hilbert space to gain a better understanding of the method. The analytical solution, of a circular crack embedded in an infinite elastic body is summarized for completeness, and to point out the ambiguity in the work of Kassir and Sih[12]. We also present the complete solution of the problem of Boussinesq and Cerruti with constant shear tractions at locations on the half-space. This has been partially derived by Smith and Alavi[5], and Shah and Kobayashi[19], and is used in the additional alternating loop. The current numerical results show a significant improvement from the previous investigations when compared with the results of Newman and Raju[13] and the experimental data of Smith and Kirby[14], and Ruiz and Epstein[15].

2. PROBLEM STATEMENT

As shown in Fig. 1, the subject problem consists of a semicircular crack, a front boundary surface, and a back boundary surface. Both the front and back surfaces are considered to be “infinite” in extent (or roughly 5 times larger than the crack dimensions). In the context of linear elasticity, the stress intensity factor variation is to be solved as a function of the polar angle $\theta$ along the crack front. The effects of various ratios of crack depth to plate thickness will also be examined.

3. PENNY-SHAPED CRACK IN AN INFINITE SOLID

The elasticity solution of an embedded circular crack in an infinite solid is used to analytically represent the singular nature of stresses near the crack front, in the alternating process. This solid is described by three cylindrical coordinates $r, \theta$ and $z$, such that the crack face coincides with the plane $z = 0$. The problem was first solved by Sneddon[16] using an integral transform method, and the same technique was extended by Kassir and Sih[12] to derive the general solution of a circular crack subjected to arbitrary tractions. The complete form of the general solution is summarized as follows.

![Fig. 1. Semicircular flaw in an infinite plate of finite-thickness.](image-url)
For a penny-shaped crack embedded in an infinite 3D elastic body, we need to solve the following mixed boundary value problems

**Mode I**

\[
\begin{align*}
\sigma_{rr}(r, \theta, 0) &= \sigma_{\theta\theta}(r, \theta, 0) = 0, \quad r \geq 0, \quad 0 \leq \theta \leq 2\pi \\
\sigma_{\theta\theta}(r, \theta, 0) &= \rho_s(r, \theta), \quad 0 < r < a, \quad 0 \leq \theta \leq 2\pi \\
u_r(r, \theta, 0) &= 0, \quad r > a, \quad 0 \leq \theta \leq 2\pi
\end{align*}
\]

(\(a\) is the crack radius)

**Modes II and III**

\[
\begin{align*}
\sigma_{rr}(r, \theta, 0) &= 0, \quad r \geq 0, \quad 0 \leq \theta \leq 2\pi \\
\sigma_{\theta\theta}(r, \theta, 0) &= \rho_s(r, \theta), \quad 0 < r < a, \quad 0 \leq \theta \leq 2\pi \\
u_r(r, \theta, 0) &= \rho_s(r, \theta), \quad 0 < r < a, \quad 0 \leq \theta \leq 2\pi \\
u_r(r, \theta, 0) &= u_0(r, \theta, 0) = 0, \quad r > a, \quad 0 \leq \theta \leq 2\pi
\end{align*}
\]

where \(\rho_s(r, \theta) (\alpha = 1, 2, 3)\) are given functions describing the distribution of the loads applied to the crack face.

An appropriate solution for the above boundary-value problem can be obtained by expressing the displacement components in terms of three harmonic functions \(\phi_\alpha (\alpha = 1, 2, 3)\), as

\[
\begin{align*}
u_r &= (1 - 2\nu) \frac{\partial \phi_1}{\partial r} + z \frac{\partial^2 \phi_1}{\partial r \partial z} + \frac{2}{r} \frac{\partial \phi_2}{\partial r} + 2(1 - \nu) \frac{\partial \phi_3}{\partial r} + z \frac{\partial^2 \phi_3}{\partial r \partial \theta} \\
u_\theta &= (1 - 2\nu) \frac{\partial \phi_1}{r \partial \theta} + z \frac{\partial^2 \phi_1}{r \partial \theta \partial z} - 2 \frac{\partial \phi_2}{r \partial \theta} + 2(1 - \nu) \frac{\partial \phi_3}{r \partial \theta} + z \frac{\partial^2 \phi_3}{r \partial \theta \partial z} \\
u_z &= -2(1 - \nu) \frac{\partial \phi_1}{z \partial z} + z \frac{\partial^2 \phi_1}{z \partial z^2} - (1 - 2\nu) \frac{\partial \phi_3}{z \partial z} + z \frac{\partial^3 \phi_3}{z \partial z^2}.
\end{align*}
\]

The corresponding stress components are given in the following

\[
\begin{align*}
\sigma_{rr} &= 2\mu \left[ -\frac{\partial^2 \phi_1}{\partial z^2} + z \frac{\partial^3 \phi_1}{\partial z^3} \right] + 2\mu z \frac{\partial^3 \phi_3}{\partial z^3} \\
\sigma_{\theta\theta} &= 2\mu \left[ (1 - 2\nu) \frac{\partial^2 \phi_1}{\partial r^2} - 2\nu \frac{\partial^2 \phi_1}{\partial r \partial z} + z \frac{\partial^3 \phi_1}{\partial r \partial z} \right] + 2\mu \left[ -\frac{2 \partial \phi_2}{r \partial \theta} + \frac{2 \partial^2 \phi_3}{r \partial \theta \partial \theta} + 2(1 - \nu) \frac{\partial \phi_3}{r \partial \theta} - 2\nu \frac{\partial^2 \phi_3}{r \partial \theta^2} + z \frac{\partial^3 \phi_3}{r \partial \theta \partial \theta} \right] \\
\sigma_{\theta\theta} &= 2\mu \left[ \frac{\partial \phi_1}{r \partial r} + 2\nu \frac{\partial^2 \phi_1}{\partial r \partial z} + \frac{\partial^2 \phi_1}{r \partial \theta \partial \theta} + z \frac{\partial^3 \phi_1}{r \partial \theta \partial \theta} \right] + 2\mu \left[ \frac{2 \partial \phi_2}{r \partial r} + \frac{2 \partial^2 \phi_3}{r \partial r \partial \theta} - 2(1 - \nu) \frac{\partial \phi_3}{r \partial \theta} - 2\nu \frac{\partial^2 \phi_3}{r \partial \theta^2} - z \frac{\partial}{r} \left( \frac{\partial^2 \phi_3}{r \partial r^2} + \frac{\partial^3 \phi_3}{r \partial r \partial \theta} \right) \right] \\
\sigma_{rr} &= 2\mu \left[ \frac{\partial^2 \phi_1}{r \partial r \partial z} + 2\mu \left[ \frac{\partial^2 \phi_1}{r \partial \theta \partial z} + \frac{\partial^2 \phi_1}{r \partial \theta \partial \theta} \right] \right] + 2\mu \left[ \frac{\partial^3 \phi_3}{r \partial \theta \partial \theta} + \frac{\partial^3 \phi_3}{r \partial \theta \partial \theta} \right] \\
\sigma_{\theta\theta} &= 2\mu z \frac{\partial^2 \phi_1}{r \partial \theta \partial \theta} + 2\mu \left[ \frac{\partial \phi_1}{r \partial \theta \partial \theta} + \frac{\partial \phi_3}{r \partial \theta \partial \theta} \right] + 2\mu \left[ \frac{\partial \phi_1}{r \partial r \partial z} + \frac{\partial \phi_3}{r \partial r \partial z} \right] + 2\mu \left[ \frac{\partial \phi_1}{r \partial \theta} + \frac{\partial \phi_3}{r \partial \theta} \right] \\
\sigma_{rr} &= \frac{2\mu}{r} \left[ (1 - 2\nu) \left( \frac{1}{r} \frac{\partial \phi_1}{\partial r} + \frac{\partial^2 \phi_1}{r \partial \theta} + \frac{\partial^2 \phi_3}{r \partial \theta} \right) - z \frac{\partial^2 \phi_1}{r \partial \theta \partial \theta} + z \frac{\partial^3 \phi_1}{r \partial \theta \partial \theta} \right] + 2\mu \left[ \frac{1}{r} \frac{\partial \phi_2}{\partial r} + \frac{\partial \phi_3}{\partial r} + 2(1 - \nu) \frac{\partial \phi_3}{r \partial \theta} + 2(1 - \nu) \frac{\partial^2 \phi_3}{r \partial \theta^2} - z \frac{\partial^2 \phi_3}{r \partial \theta \partial \theta} + z \frac{\partial^3 \phi_3}{r \partial \theta \partial \theta} \right].
\end{align*}
\]
The above stresses are the physical components in the cylindrical coordinates. It will be seen that $\phi_1$ is related to mode I, and $\phi_2$ and $\phi_3$ are related to modes II and III. In order to define arbitrary loadings, the applied crack face tractions $P_\alpha(r, \theta)$ are represented by a Fourier series as follows:

$$P_\alpha(r, \theta) = \sum_{n=0}^{\infty} \frac{\cos n\theta \cdot A_m(r)}{\sin n\theta \cdot A_m^*(r)} \quad (\alpha = 1, 2, 3) \quad (4)$$

in which the Fourier coefficients are determined from

$$A_{m0}(r) = \frac{1}{\pi} \int_0^\pi P_\alpha(r, \theta) \, d\theta$$

$$A_{mn}(r) = \frac{2}{\pi} \int_0^\pi P_\alpha(r, \theta) \cos n\theta \, d\theta, \quad n = 1, 2, \ldots$$

$$A_{m*0}(r) = 0$$

$$A_{m*n}(r) = \frac{2}{\pi} \int_0^\pi P_\alpha(r, \theta) \sin n\theta \, d\theta, \quad n = 1, 2, \ldots$$

The technique of Fourier–Hankel transform[16] is used to represent the potential functions. This gives

$$\phi_\alpha(r, \theta, z) = \sum_{n=0}^{\infty} \frac{\cos n\theta}{\sin n\theta} \int_0^\infty C_m(s) \frac{1}{C_m^*(s)} \frac{J_n(rs)e^{-zt}}{J_n(rs)J_{n-1}(rs)} \, ds \quad (5)$$

where $J_n$ is the Bessel function of the first kind of order $n$ and the functions $C_m(s)$ and $C_m^*(s)$ are as yet unknown. Substitution of eqs (2) (5) into the boundary conditions, i.e. (1a) and (1b), yields the final results:

**Mode I**

$$C_{m0}(s) = -\frac{1}{\mu} \sqrt{\frac{s}{2\pi}} \int_0^a J_{n+1/2}(st) \, dt \int_0^r \frac{r^{n+1}A_m(r) \, dr}{(r^2 - s^2)^{1/2}}, \quad n \geq 0$$

$$C_{m*0}(s) = -\frac{1}{\mu} \sqrt{\frac{s}{2\pi}} \int_0^a J_{n+1/2}(st) \, dt \int_0^r \frac{r^{n+1}A_m^*(r) \, dr}{(r^2 - s^2)^{1/2}}, \quad n \geq 0 \quad (6)$$

**Modes II and III**

$$C_{20}(s) = -\frac{1}{\mu} \sqrt{\frac{s}{2\pi}} \int_0^a J_{3/2}(st) \, dt \int_0^r \frac{r^2A_{20}(r) \, dr}{(r^2 - s^2)^{1/2}}$$

$$C_{30}(s) = \frac{1}{\mu} \sqrt{\frac{s}{2\pi}} \int_0^a J_{3/2}(st) \, dt \int_0^r \frac{r^2A_{30}(r) \, dr}{(r^2 - s^2)^{1/2}}$$

$$C_{2n}(s) = \sqrt{s} \int_0^a [(v - 1)\Phi_1^*(t)J_{n-1/2}(st) + \Phi_2 J_{n+3/2}(st)] \, dt, \quad n \geq 1$$

$$C_{3n}(s) = \sqrt{s} \int_0^a [\Phi_1(t)J_{n-1/2}(st) + \Phi_2 J_{n+3/2}(st)] \, dt, \quad n \geq 1$$

$$C_{m*}(s) = \sqrt{s} \int_0^a [(1 - v)\Phi_1(t)J_{n-1/2}(st) - \Phi_2 J_{n+3/2}(st)] \, dt, \quad n \geq 1$$

$$C_{m*n}(s) = \sqrt{s} \int_0^a [\Phi_1^*(t)J_{n-1/2}(st) + \Phi_2^* J_{n+3/2}(st)] \, dt, \quad n \geq 1 \quad (7)$$
where

\[
\Phi_1(t) = \frac{-t^{-n+3/2}}{(2 - v)\mu \sqrt{2\pi}} \int_0^t \frac{r^n[A_{2n}(r) - A_{2n}^*(r)]}{(t^2 - r^2)^{1/2}} \, dr
\]

\[
\Phi_\|^{\|}(t) = \frac{-t^{-n+3/2}}{(2 - v)\mu \sqrt{2\pi}} \int_0^t \frac{r^n[A_{2n}(r) + A_{2n}^*(r)]}{(t^2 - r^2)^{1/2}} \, dr
\]

\[
\Phi_{\|^2}(t) = \frac{\nu}{2} \Phi_1(t) + \frac{t^{-n-1/2}}{2\mu \sqrt{2\pi}} \left\{ (1 - 2\nu) \int_0^t \frac{r^n[A_{2n}(r) - A_{2n}^*(r)]}{(t^2 - r^2)^{1/2}} \, dr \right\}
\]

\[
+ \int_0^t \frac{r^{n+3/2}[A_{2n}(r) + A_{2n}^*(r)]}{(t^2 - r^2)^{1/2}} \, dr \}
\]

\[
\Phi_{\|^3}(t) = \frac{\nu}{2} \Phi_{\|^2}(t) + \frac{t^{-n-1/2}}{2\mu \sqrt{2\pi}} \left\{ (1 - 2\nu) \int_0^t \frac{r^n[A_{2n}(r) + A_{2n}^*(r)]}{(t^2 - r^2)^{1/2}} \, dr \right\}
\]

\[
+ \int_0^t \frac{r^{n+3/2}[A_{2n}^*(r) - A_{2n}(r)]}{(t^2 - r^2)^{1/2}} \, dr \}
\]

(8)

Following the details in [12], the stress intensity factors for all the modes are given by

\[
K_1 = -\sum_{\pi=0}^{\pi} \frac{\cos n\theta}{\sin n\theta} \frac{1}{a^{n+1/2}} \int_0^a A_{2n}(r) \frac{r^{n+1}}{(a^2 - r^2)^{1/2}} \, dr
\]

\[
K_{\|^2} = -\sum_{\pi=0}^{\pi} \frac{\sqrt{2} \mu}{a} \left\{ (1 - v)\Phi_{\|^2}(a) + \Phi_{\|^3}(a) \right\} \sin n\theta
\]

\[
K_{\|^3} = -\sum_{\pi=0}^{\pi} \frac{\sqrt{2} \mu}{a} \left\{ (1 - v)\Phi_{\|^2}(a) + \Phi_{\|^3}(a) \right\} \sin n\theta
\]

(9)

where \(K_1, K_{\|^2}, K_{\|^3}\) are defined in the following manner:

\[
K_1 = \lim_{r \to a^+} [2\pi(r - a)]^{1/2}\sigma_{\|^2}(r, \theta, 0)
\]

\[
K_{\|^2} = \lim_{r \to a^+} [2\pi(r - a)]^{1/2}\sigma_{\|^2}(r, \theta, 0)
\]

\[
K_{\|^3} = \lim_{r \to a^+} [2\pi(r - a)]^{1/2}\sigma_{\|^3}(r, \theta, 0)
\]

(10)

It should be noticed that Kassir and Sih [12] have presented only the solution corresponding to loads of even distributions in \(\theta\) for pressures \(P_1\) and \(P_2\), and odd distributions in \(\theta\) for pressure \(P_3\). They proclaimed that the solution for loads of the opposite oddness and eveness can be obtained by replacing the corresponding Fourier coefficients in the derived results. By examining the expressions for \(C_{1n}(s)\) and \(C_{2n}(s)\) in eq. (6), it is easily verified that this claim is valid for the mode I solution. For example, the solution corresponding to an odd load distribution, i.e.

\[
P_1(r, \theta) = \sum \sin n\theta \cdot A_{2n}(r),
\]

can be obtained by replacing the Fourier coefficient \(A_{1n}(r)\) in the first expression of eq. (6) with \(A_{2n}(r)\). On the other hand, the claim is not valid for the solution of mode II and III. Unlike the mode I solution, the Fourier coefficients \(A_{2n}, A_{\|^2n}, A_{\|^3n}\) for the shearing and twisting modes
are coupled together in eqs (7) and (8) irregularly. As a result, the solution corresponding to loads of an odd distribution for \( P_2 \) and an even distribution for \( P_3 \) cannot be obtained from the solution derived in Kassir and Sih[12] by replacing the coefficients. A complete derivation of the circular crack solution can be found in ref. [17].

4. AN ELASTIC HALF-SPACE SUBJECTED TO SURFACE TRACTIONS

The *analytical alternating* method requires the solution for stresses in the half-space when the boundary plane is subjected to arbitrary tractions. The plane is first divided into many small rectangular cells such that the tractions in each cell approach constant values. The stresses in the half-space are then obtained by accumulating contributions from every cell. The complete solution for the case when the boundary plane is subjected to a constant normal traction in a rectangular patch on the plane was derived by Love[18]. Later, the solution for \( \sigma_{rr} \) in the half-space, due to a constant shear traction in a rectangular patch on the boundary plane was derived by Smith and Alavi[5], and Shah and Kobayashi[19]. As needed for the *analytical alternating* method, the *complete solution* for the stress field corresponding to the case of constant shear tractions is derived here. A detailed procedure of the derivation can be found in Love[18] and is omitted.

Figure 2 shows the coordinate system used for the half-space solution. The boundary conditions are

\[
\begin{align*}
\sigma_{rr}(x, y, 0) &= -X, \\
\sigma_{rr}(x, y, 0) &= -Y, \\
\sigma_{rr}(x, y, 0) &= 0 \\
\end{align*}
\]

\( (|x| < a, |y| < b) \)

\[
\sigma_{zz}(x, y, 0) = \sigma_{yy}(x, y, 0) = \sigma_{xx}(x, y, 0) = 0 \quad \text{otherwise.} \tag{11}
\]

The formulation used is that presented by Love[20] in which the displacements are given by:

for \( X \neq 0 \)

\[
\begin{align*}
\mathbf{u} &= \frac{1}{2\pi\mu} \left[ \frac{\partial F}{\partial z} + v \frac{\partial \Psi_1}{\partial x} - \frac{z}{2} \frac{\partial \Psi}{\partial x} \right] \\
\mathbf{v} &= \frac{1}{2\pi\mu} \left[ v \frac{\partial \Psi_1}{\partial y} - \frac{z}{2} \frac{\partial \Psi}{\partial y} \right] \\
\mathbf{w} &= \frac{1}{2\pi\mu} \left[ \frac{(1-2v)}{2} \Psi - \frac{z}{2} \frac{\partial \Psi}{\partial z} \right] \tag{12}
\end{align*}
\]

Fig. 2. Coordinate system for half space solution.
where

\[ F = X, \int_{-b}^{b} \int_{-a}^{a} \log(Z + R) \, dx' \, dy' \]

\[ \Psi = \frac{\partial F}{\partial x}, \quad \Psi_1 = \int \Psi \, dz \]

\[ R = [(x - x')^2 + (y - y')^2 + z^2]^{\nu} \quad (13) \]

for \( Y \neq 0 \)

\[ u = \frac{1}{2\pi\mu} \left[ v \frac{\partial \Psi_1}{\partial x} - \frac{z}{2} \frac{\partial \Psi}{\partial x} \right] \]

\[ v = \frac{1}{2\pi\mu} \left[ \frac{\partial G}{\partial x} + v \frac{\partial \Psi_1}{\partial y} - \frac{z}{2} \frac{\partial \Psi}{\partial y} \right] \]

\[ w = \frac{1}{2\pi\mu} \left[ \frac{(1 - 2v)\Psi}{2} - \frac{z}{2} \frac{\partial \Psi}{\partial z} \right] \quad (14) \]

where

\[ G = Y, \int_{-b}^{b} \int_{-a}^{a} \log(Z + R) \, dx' \, dy \]

\[ \Psi = \frac{\partial G}{\partial y}, \quad \Psi_1 = \int \Psi \, dz \quad (15) \]

\((R \) is the same as defined in eq. 13). The corresponding stress components are obtained by differentiating the displacements and applying the stress–strain law, which yields

for \( X \neq 0 \)

\[ \sigma_{xx} = \frac{1}{2\pi} \left[ 2(1 + v) \frac{\partial \Psi}{\partial z} + 2v \frac{\partial^2 \Psi_1}{\partial x^2} - z \frac{\partial^2 \Psi}{\partial x^2} \right] \]

\[ \sigma_{yy} = \frac{1}{2\pi} \left[ 2v \frac{\partial \Psi}{\partial z} + 2v \frac{\partial^2 \Psi_1}{\partial y^2} - z \frac{\partial^2 \Psi}{\partial y^2} \right] \]

\[ \sigma_{zz} = -\frac{1}{2\pi} z \frac{\partial^2 \Psi}{\partial z^2} \]

\[ \sigma_{xy} = \frac{1}{2\pi} \left[ \frac{\partial^2 F}{\partial y \partial z} + 2v \frac{\partial^2 \Psi_1}{\partial x \partial y} - z \frac{\partial^2 \Psi}{\partial x \partial y} \right] \]

\[ \sigma_{yz} = -\frac{1}{2\pi} z \frac{\partial^2 \Psi}{\partial y \partial z} \]

\[ \sigma_{xz} = \frac{1}{2\pi} \left[ \frac{\partial^2 F}{\partial z^2} - z \frac{\partial^2 \Psi}{\partial x \partial z} \right] \quad (16) \]

where the derivatives of the potential functions are obtained by the procedure outlined in Love[18] as follows:

\[ \frac{\partial \Psi}{\partial z} = X, \log \left[ \frac{(2 + (b - y)) \cdot (d_4 - (b + y))}{[c_3 - (b + y)] \cdot [a_1 + (b - y)]} \right] \]
\[
\frac{\partial^2 \Psi}{\partial z^2} = X_r \left\{ \frac{z}{(a-x)^2 + z^2} \left\{ \frac{b-y + b+y}{d_4} \right\} - \frac{z}{(a+x)^2 + z^2} \left\{ \frac{b-y + b+y}{c_3} \right\} \right\}
\]

\[
\frac{\partial^2 \Psi}{\partial x \partial y} = X_r \left\{ \frac{(a-x)}{b_2(b+z_b)} - \frac{(a+x)}{c_3(z+c_3)} \right\}
\]

\[
\frac{\partial^2 \Psi}{\partial y^2} = X_r \left\{ \frac{(a-x)}{z_2} - \frac{(a+x)}{d_4(z+d_4)} \right\}
\]

\[
\frac{\partial^2 \Psi}{\partial x^2} = - \frac{\partial^2 \Psi}{\partial y^2} - \frac{\partial^2 \Psi}{\partial z^2}
\]

\[
\frac{\partial^2 F}{\partial z^2} = -X_r \left\{ \Omega - \tan^{-1} \frac{za_1}{(a-x)(b-y)} - \tan^{-1} \frac{zd_4}{(a-x)(b+y)} \right\}
\]

\[
\Omega = \begin{cases} 2\pi & \text{if } |x| < a, |y| < b \\ 0 & \text{otherwise} \end{cases}
\]

\[
\frac{\partial^2 \psi}{\partial y \partial z} = X_r \log \left\{ \left\{ [d_4 + (a-x)][b_2 - (a+x)] \right\} \left\{ [a_1 + (a-x)][c_3 - (a+x)] \right\} \right\}
\]

\[
\frac{\partial^2 \Psi_i}{\partial y^2} = \frac{\partial^2 \Psi}{\partial y^2} + X_r \left\{ \frac{(b-y + b+y)}{a_1} + \frac{(a+x)}{d_4} - \frac{(b-y + b+y)}{c_3} \right\}
\]

\[
\frac{\partial^2 \Psi_i}{\partial x^2} = - \frac{\partial^2 \Psi_i}{\partial y^2} - \frac{\partial^2 \Psi_i}{\partial z}
\]

\[
\frac{\partial^2 \Psi_i}{\partial x \partial y} = \frac{\partial^2 \Psi}{\partial x \partial y} + X_r \left\{ \frac{(a-x)}{a_1} + \frac{(a+x + a+x)}{d_4} - \frac{a-x}{c_3} \right\}
\]

\[
\begin{align*}
a_1 &= ((a-x)^2 + (b-y)^2 + z^2)^{1/2} \\
b_2 &= ((a+x)^2 + (b-y)^2 + z^2)^{1/2} \\
c_3 &= ((a+x)^2 + (b+y)^2 + z^2)^{1/2} \\
d_4 &= ((a-x)^2 + (b+y)^2 + z^2)^{1/2}
\end{align*}
\]

for \( y, \neq 0 \)

\[
\sigma_{xx} = \frac{1}{2\pi} \left[ 2v \frac{\partial \Psi}{\partial z} + 2v \frac{\partial^2 \Psi_i}{\partial x^2} - z \frac{\partial^2 \Psi_i}{\partial z^2} \right]
\]

\[
\sigma_{yy} = \frac{1}{2\pi} \left[ 2(1+v) \frac{\partial \Psi}{\partial z} + 2v \frac{\partial^2 \Psi_i}{\partial y^2} - z \frac{\partial^2 \Psi_i}{\partial y^2} \right]
\]

\[
\sigma_{zz} = -\frac{1}{2\pi} \frac{z}{z^2} \frac{\partial^2 \Psi}{\partial z^2}
\]
SF variation along a surface flaw

\[
\sigma_{xy} = \frac{1}{2\pi} \left[ \frac{\partial^2 G}{\partial x \partial z} + 2\nu \frac{\partial^2 \Psi}{\partial x \partial y} - z \frac{\partial^2 \Psi}{\partial y \partial z} \right]
\]

\[
\sigma_{yz} = \frac{1}{2\pi} \left[ \frac{\partial^2 G}{\partial z^2} - z \frac{\partial^2 \Psi}{\partial y \partial z} \right]
\]

\[
\sigma_{xx} = -\frac{1}{2\pi} z \frac{\partial^2 \Psi}{\partial x \partial z}
\]

(18)

where

\[
\frac{\partial \Psi}{\partial z} = Y_s \log \left[ \frac{[\vartheta_1 + (a - x)] \cdot [b_2 - (a + x)]}{[a_1 + (a - x)] \cdot [c_3 - (a + x)]} \right]
\]

\[
\frac{\partial^2 \Psi}{\partial z^2} = Y_s \left\{ \frac{z}{(b - y)^2 + z^2} \left( \frac{a - x + a + x}{a_1 + b_2} \right) - \frac{z}{(b + y)^2 + z^2} \left( \frac{a - x + a + x}{c_3 + d_4} \right) \right\}
\]

\[
\frac{\partial \Psi}{\partial y \partial z} = Y_s \left\{ \frac{(b - y)}{b_2(z + b_2)} + \frac{(b + y)}{c_3(z + c_3)} - \frac{(b - y)}{a_1(z + a_1)} - \frac{(b + y)}{d_4(z + d_4)} \right\}
\]

\[
\frac{\partial^2 \Psi}{\partial y \partial z} = -Y_s \left\{ \frac{b - y}{(b - y)^2 + z^2} \left( \frac{a - x + a + x}{a_1 + b_2} \right) + \frac{b + y}{(b + y)^2 + z^2} \left( \frac{a - x + a + x}{c_3 + d_4} \right) \right\}
\]

(19)

\[
\frac{\partial \Psi}{\partial x^2} = Y_s \left\{ \frac{1}{a_1} - \frac{1}{b_2} - \frac{1}{c_3} - \frac{1}{d_4} \right\}
\]

\[
\frac{\partial^2 \Psi}{\partial x^2} = \frac{\partial^2 \Psi}{\partial y^2} = \frac{\partial^2 \Psi}{\partial z^2}
\]

\[
\frac{\partial^2 G}{\partial z^2} = -Y_s \left\{ \Omega - \tan^{-1} \left( \frac{za_1}{(a - x)(b - y)} \right) - \tan^{-1} \left( \frac{zd_4}{(a - x)(b + y)} \right) - \tan^{-1} \left( \frac{zb_2}{(a + x)(b - y)} \right) - \tan^{-1} \left( \frac{zc_3}{(a + x)(b + y)} \right) \right\}
\]

\[
\Omega = \begin{cases} 2\pi & |x| < a, |y| < b \\ 0 & \text{otherwise} \end{cases}
\]

\[
\frac{\partial^2 G}{\partial x \partial z} = Y_s \log \left[ \frac{[b_2 + (b - y)][d_4 - (b + y)]}{[c_3 - (b + y)][a_1 + (b - y)]} \right]
\]

\[
\frac{\partial^2 \Psi_1}{\partial x^2} = \frac{\partial^2 \Psi}{\partial x^2} + Y_s \left\{ \frac{(a - x + a + x)}{a_1 + b_2} - \frac{a - x}{c_3 + d_4} \right\}
\]

\[
\frac{\partial^2 \Psi_1}{\partial y^2} = -\frac{\partial^2 \Psi_1}{\partial x^2} - \frac{\partial \Psi}{\partial z}
\]

\[
\frac{\partial^2 \Psi_1}{\partial x \partial y} = \frac{\partial^2 \Psi}{\partial x \partial y} + Y_s \left\{ \frac{b - y + b + y}{a_1 + d_4} - \frac{b - y}{b_2} - \frac{b + y}{c_3} \right\}
\]

\[(a_1, b_2, c_3, d_4 \text{ are the same as defined in eq. 17}).\]
The stress components for the case $Z, \neq 0$ were presented by Love[18] and will not be reproduced here. The details of how to divide the bounding plane into small rectangular cells, and how to sum up contributions from each cell, are also omitted. The reader is referred to Shah and Kobayashi[19] for a discussion. The values of the surface tractions $X, Y,$ and $Z,$ for each rectangular area are computed from the embedded penny-shaped crack (in an infinite space) solution by the following formulae:

$$
\begin{align*}
X &= -\sigma_{zz} \\
Y &= -\sigma_{zt} \\
Z &= -\sigma_{zz}
\end{align*}
$$

on the boundary plane (20)

where the stress components on the right hand side are transformed from the crack solutions, $\sigma_\theta, \sigma_{zz}, \sigma_{\phi z}, \sigma_{Rz}$ and $\sigma_{z\phi},$ in the cylindrical coordinate system.

5. ALTERNATING PROCEDURE FOR FINITE-THICKNESS SOLID

The use of an alternating procedure for problem solving is not new in structural mechanics. The moment distribution method of Hardy Cross[21] can be shown to be a Schwarz alternating method[17] as defined in Kantorovich and Krylov[22]. In mathematical language, when $A$ and $B$ are closed subspaces in a Hilbert space, and $P_A$ and $P_B$ are the corresponding orthogonal projections, Neumann[11] showed that

$$
[(I-P_A)(1-P_B)]^n \to (I-P_{A+B})
$$

where $A + B$ is the closure of the sum $A + B$ and $I$ is the identity mapping in the Hilbert space.

Equation (21) forms the basis of the alternating method. For elasticity applications, let $A$ and $B$ denote, respectively, the solution spaces of problems in regions $R_1$ and $R_2$ with arbitrary boundary conditions. Assume that $A$ and $B$ and their sum $A + B$ are closed subspaces in a Hilbert space. and $P_A, P_B$ and $P_{A+B}$ are the corresponding orthogonal projections onto the subspaces. If $u$ denotes the true elasticity solution for a problem in $R_1 \cap R_2$, the common region of $R_1$ and $R_2$, with prescribed conditions on its boundary, then the best approximation to $u$ from the space of $A + B$ is expressed as follows:

$$
U_{\text{best}} = P_{A+B} \cdot u.
$$

This result comes directly from the well known projection theorem. A computational form of the projection in eq. (22) can be obtained by rearranging terms in eq. (21), which yields

$$
P_{A+B} \to P_A + P_B(I-P_A) + P_A[(1-P_B)(1-P_A)] + \cdots.
$$

Substitution of the above equation in eq. (22) gives

$$
U_{\text{best}} = P_A u + P_B(I-P_A) u + P_A[(I-P_B)(I-P_A)] u + \cdots.
$$

The first term on the right hand side represents a solution in $A$, whose boundary conditions are identical to the portion of the prescribed boundary conditions for $R_1 \cap R_2$ that are also on the boundary of $R_1$. The second term represents a solution in space $B$. The boundary conditions in this case are equivalent to the portion of the prescribed BCS for $R_1 \cap R_2$ that are also on the boundary of $R_2$ subtracting the boundary conditions induced by the first term. The meaning of the remaining terms can be explained in a similar fashion. A convergence study of the alternating method has been done by Kantorovich and Krylov[22]. The convergence was established by constructing a monotone and bounded sequence of solution to a Dirichlet problem. Note that the same alternating procedure applies equally well to the case when a solution in the union of $R_1$ and $R_2$ is sought. This is defined as the Schwarz alternating method[22], contrary to the Schwarz-Neumann method just discussed.

The problem of a semicircular flaw in a finite-thickness solid admits an analytical alternating method using two analytical solutions[6], i.e. solution of a circular crack in an infinite medium and
solution of half-space. In compliance with the guidelines set in the previous paragraph, an iteration procedure for finite-thickness solid is proposed in the following:

**Step 1.** Apply the prescribed pressure to the crack face in the form of a Fourier expansion. Calculate the corresponding stress intensity factors, and the residual tractions at the desired locations on the front and back surfaces using the analytical solution of an embedded circular crack in an infinite solid.

**Step 2.** Reverse the tractions on the boundary surfaces. Then use the solution for uncracked finite-thickness plate (sketched in Section 4) to calculate the resulting stresses at the curve fitting grid points at the location of crack face.

**Step 3.** Determine the Fourier coefficients of the negative of the stress residuals on the crack face, by least-squares fitting.

**Step 4.** Treat the result of Step 3 as the prescribed pressure, and repeat Steps 1–3 until the residuals become negligible.

**Step 5.** Accumulate the stress intensity factors calculated in Step 1 to give the final results.

A similar alternating loop, based on Love’s half-space solution, is used to compute the solution of the uncracked finite-thickness plate in Step 2. In this additional loop, resulting stresses on the boundary surfaces and the crack face are calculated; but the ‘relaxing’ process is applied only to the residuals on the front and back surfaces, while a running total of stresses is kept on the crack face. This loop also stops when the residuals are negligible. The accumulation of the stresses on the crack face is then used to compute Step 3.

The present method differs from that of Thresher and Smith[6] in the layout of surfaces and face interactions. The present method considers both boundary–boundary (in the additional loop) and boundary–crack (in the main loop) interactions, while the latter[6] considered only boundary–crack interactions. The correctness of the present method can be assured by examining the meaning of eq. (24). In addition, in the present method, the embedded circular crack solution, for arbitrarily high order harmonics, is implemented.

6. EXAMPLES

6.1. Crack in a semi-infinite solid, simple tension

The problem of a semicircular surface flaw in half space subjected to uniform tension is computed here according to the iterative procedure outlined in Smith et al.[4]. No interactions between the boundary surfaces is considered in this case since only the front surface is present. The current numerical study, including this problem and all the subsequent examples, is based on a Fourier expansion of up to the 9th order harmonic function and a least-squares fitting produced from a grid of 10 and 100 nodes in the radial and circumferential directions respectively. A fourth order polynomial for the radial pressure variations, i.e. $A_{in}(r)$ and $A_{sn}(r)$ in eq. (4); and a mesh of 205 cells for the front surface and 118 cells for the back surface (used in finite-thickness problems only) are also chosen. The necessary Bessel functions for evaluating the potential $\psi_i$ in eq. (5) are computed by the special function modules from the IMSL software library[23]. The Poisson’s ratio $\nu$ is assumed to be 0.3 throughout the study. More numerical details are discussed in ref. [17].

Figure 3 shows the normalized stress intensity factors for the semicircular crack in a semi-infinite solid. All three curves predict a minimum increase in stress intensity factor (from that of an embedded circular flaw in an infinity-body which is normalized to be unity) at the deepest point and a maximum increase at near the front surface. In general, all these results fall in a band of 3% width. The solution of Smith et al.[4] represents the lower bound of the band because of the smaller Poisson’s ratio (0.25 vs 0.3) used in their calculation. The present result predicts a wavy behavior similar to that in Ruiz and Epstein’s experimental work[15], and Hartranft and Sih[7] predicted a sharp drop in the stress intensity factor variation in a thin surface layer of the surface flaw. It is interesting to notice the different characteristics of the three curves near the front surface. Based on how the points of intersection of the crack border with the front surface, and their
neighborhood boundary residual stress fields, are approximated in the alternating Step 2, the curves of stress intensity factors might flatten, or drop off, or keep a steep increase. This is known as the boundary layer effect of a three-dimensional surface flaw, which would cause the variation of the stress intensity factors to drop significantly near the free surface. The effect has been associated with the change of constraint conditions (from plane strain to plane stress on the free surface) along the crack front[10]. A detailed discussion in conjunction with the alternating process is given in the following.

As presented, the alternating method generates two sequences of solutions, one from the solution for an embedded circular crack in an infinite-space and the other from the solution for an uncracked body, to produce the final results. It is obvious that the stress intensity factors of the problem are derived only from the singular part of the first solution. However, since this part always satisfies the plane strain conditions of elasticity[3, 17, 24], the boundary conditions of the front surface, where the plane stress conditions prevail, would never be met by the alternating procedure. Consequently, a special treatment must be used to account for the boundary layer effect[7]. In this study, a finite concentrated force normal to the front surface is applied at each of the intersection points of the front surface and the crack border, in order to create a "plane-stress" effect, and thus examine the "boundary-layer" for the stress-intensity factor. No shear force is applied, since only \( \sigma_{yy} \) tends to infinity in the residual field on the plane \( \theta = 0 \), i.e. the front surface. The solution for these concentrated forces, which produces singular stress fields in the neighborhood of the intersection points, is able to neutralize the plain strain conditions imposed by the embedded circular crack solution, and drop the stress intensity factor to zero at the front surface. The residual stress field on the crack face, due to a concentrated force which is applied to the above-mentioned way, has a very drastic variation. To account for this, very high-order Fourier series expansions must be incorporated to represent the crack-face residuals. Four different approximations of 60, 160, 400 and 500 cosine Fourier series expansions were used. The decrease in the variation of the stress intensity factors near the point of intersection of the flaw-border and the front-surface (\( \theta = 0-30^\circ \)), due to the erasure of the boundary residual stresses by a point load normal to the front face at the point of intersection, is shown in Fig. 4. It is seen that higher the order of Fourier series expansion (and thus better the representation of crack-face residual stresses), the stress-intensity factor at \( \theta = 0 \) approaches zero. No quantitative description for this decrease is given since the calculation needs infinite many more terms in the Fourier expansion to converge, due to the nature of the singular stress field produced by the concentrated forces. However, it is clear from this figure that the boundary layer is confined only in a very small surface zone, approximately ranging from \( \theta = 0-3^\circ \), near the front surface. The same conclusion has been drawn in Hartranft and Sih[7]. Thus, for the semicircular flaw problems, the alternating method yields a solution for the stress intensity factors which agrees with the "plane-strain" constraint conditions all along the crack front except for a thin surface layer.

![Fig. 3. Semicircular flaw in half-space in tension.](image-url)
6.2. Crack in a finite-thickness plate, simple tension

The solution of a semicircular crack in a finite-thickness plate subjected to tension has to include the interactions between the front and back boundary surfaces as well as those between these surfaces and the crack face. The introduction of the alternating loop for the "boundary-surfaces" interactions increases the required computing time, but the disadvantage is offset by a gain in accuracy in the stress intensity factors. Various problems with different crack depth to plate thickness ratios have been computed. Figures 5-8 show the numerical results of 0.2, 0.4, 0.6 and 0.8 depth to thickness ratios. In these figures, the minimums of the stress intensity factor curves occur at the deepest point and the maximums occur at near the front surface, and the finite-thickness magnification factor is more pronounced as the plate becomes thinner. Generally speaking, the present results agree with the well accepted FEM results of Newman and Raju[13] for the inside part of the surface flaw, i.e. for \( \theta = 30-90^\circ \). For the outside part (\( \theta = 0-30^\circ \)), the present solution is higher than that of Newman and Raju. The gap gets wider in the case of larger \( a/t \) ratios (maximum difference is 8% for \( a/t = 0.2 \) and 16% for \( a/t = 0.8 \)). The discrepancies between these two studies could be due to the nodal force scheme used in ref.[13] which would predict a "plane-stress" solution, and thus a lower solution, for the stress intensity factors in the outer part of the flaw.

Two experimental works based on the photoelastic stress freezing technique are cited in this paper. The work of Ruiz and Epstein[15] is included in Fig. 5 for crack of small \( a/t \) ratio, and the work of Smith and Kirby[14] is shown in Fig. 6 for the "benchmark" crack depth. Ruiz and Epstein's[15] experimental data curve predicts the boundary layer effect, as well as the wave-like characteristics of the present results. Smith and Kirby[14] do not consider the boundary effect and provide only a set of scattered data points. Results of both numerical studies fall in the experimental data curve/scatter if the incompressibility (Poisson’s ratio = 0.5) effect of the photoelastic materials is not corrected.

As a final note, the differences between the numerical results of the current and previous methods are shown in Fig. 8. The present result has a 32% increase on the front surface and a 3% decrease at the maximum flaw depth, from the result of Smith and Alavi[5].

6.3. Crack in a finite-thickness plate, pure bending

The solution process of a semicircular crack in a finite-thickness plate subjected to bending is similar to the process in Example 6.2. Both boundary–boundary and boundary–crack interactions must be included. The prescribed pressure on the crack face is generated by combining a constant load and a linear varying load such that the neutral axis coincides with the center line of the plate thickness. Figures 9-12 show the numerical results of various depth to thickness ratios. The minima occur at the deepest point and the maxima occur at the front surface in these figures, as in the uniform tension case. On the other hand, the stress intensity factor variation drops
Fig. 5. Semicircular flaw under tension, $a/l = 0.2$.

Fig. 6. Semicircular flaw under tension, $a/l = 0.4$.

Fig. 7. Semicircular flaw under tension, $a/l = 0.5$.

Fig. 8. Semicircular flaw under tension, $a/l = 0.8$. 
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**Fig. 9.** Semicircular flaw under bending, $a/l = 0.2$.

**Fig. 10.** Semicircular flaw under bending, $a/l = 0.4$.

**Fig. 11.** Semicircular flaw under bending, $a/l = 0.6$.

**Fig. 12.** Semicircular flaw under bending, $a/l = 0.8$.

Polar Angle $\theta$ in Degree (0 - 90)

Normalized Stress Intensity Factor
from the high at the front surface more sharply in the case of bending. This is due to the steeper stress gradient for a bending load. Consequently, higher stress intensity factors are obtained for the case of smaller depth to thickness ratios, as opposed to the trend in the solutions for uniform tension loads. The present numerical results are identical with those of Newman and Raju[13] for \( \theta = 30-90^\circ \), and predict a maximum difference of 10% for \( a/t = 0.2 \) and 26% for \( a/t = 0.8 \), for \( \theta = 0-30^\circ \). The differences could be attributed to the same reason discussed previously. It should be noticed that the numerical results for bending loads do not have a wavy variation, as opposed to the case of tensile loads.

6.4. Convergence and accuracy

A study on the convergence of the numerical results with respect to various parameters is presented here. The best values for these parameters are derived and compared with the selected values in the beginning paragraph of Example 1. For simplicity, the semi-infinite problem subjected to uniform tension is chosen as a basis for the study. The general properties of convergence should still be revealed in this case since the front surface effect is far more significant than that of the back surface. The convergence properties for the tension and bending problems are assumed to be similar.

In carrying out this study, several parameters of the alternating procedure are varied, and the stress intensity factors are computed and recorded accordingly. Differences among the results may then be used to determine the quality of convergence. The level of mesh refinement on the front surface is the first parameter to be examined. Four meshes of 79, 140, 205, 294 cells, respectively, are tested. The corresponding stress intensity factors are tabulated in Table 1. A near monotonic convergence is observed among these results. The maximum stress intensity factor starts from 1.191 for the mesh of 79 cells and ends with 1.221 for the mesh of 294 cells. The selected mesh of 205 cells is found to yield very accurate results.

The order of curve fitting for the crack face pressure is checked next. This involves three parameters—the refinement of curve fitting grid, the order of radial pressure variations and the number of terms in the Fourier expansion (= order of the Bessel functions). Table 2 gives the results

<table>
<thead>
<tr>
<th>Polar angle ( \theta ) (degrees)</th>
<th>Number of rectangles on the front surface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>79</td>
</tr>
<tr>
<td>0</td>
<td>1.191</td>
</tr>
<tr>
<td>10</td>
<td>1.167</td>
</tr>
<tr>
<td>20</td>
<td>1.117</td>
</tr>
<tr>
<td>30</td>
<td>1.079</td>
</tr>
<tr>
<td>40</td>
<td>1.066</td>
</tr>
<tr>
<td>50</td>
<td>1.060</td>
</tr>
<tr>
<td>60</td>
<td>1.048</td>
</tr>
<tr>
<td>70</td>
<td>1.040</td>
</tr>
<tr>
<td>80</td>
<td>1.041</td>
</tr>
<tr>
<td>90</td>
<td>1.043</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Polar angle ( \theta ) (degrees)</th>
<th>Number of nodes in the radial and circumferential directions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 \times 24</td>
</tr>
<tr>
<td>0</td>
<td>1.191</td>
</tr>
<tr>
<td>10</td>
<td>1.168</td>
</tr>
<tr>
<td>20</td>
<td>1.120</td>
</tr>
<tr>
<td>30</td>
<td>1.082</td>
</tr>
<tr>
<td>40</td>
<td>1.066</td>
</tr>
<tr>
<td>50</td>
<td>1.059</td>
</tr>
<tr>
<td>60</td>
<td>1.049</td>
</tr>
<tr>
<td>70</td>
<td>1.042</td>
</tr>
<tr>
<td>80</td>
<td>1.041</td>
</tr>
<tr>
<td>90</td>
<td>1.043</td>
</tr>
</tbody>
</table>
for four levels of grid refinement. From the coarsest to the finest, a 3% increase in stress intensity factor is obtained at \( \theta = 0 \). The grid of 10 x 100 is chosen based on this information. The results for different orders of radial pressure variations are shown in Table 3. The stress intensity factors do not change appreciably with respect to different orders (from 2nd to 5th). This is expected since a uniform tension load does not yield high stress gradient on the crack face of the flawed plate. This may not be the case, however, for cracks that may develop in regions of high stress gradients in structural components. A fourth order polynomial is used for the present study but care should be exercised in selecting the order when an actual structure is analysed. Figure 13 shows the convergence with respect to the order of Bessel functions. A trend of convergence is demonstrated among the curves for the 3rd, 5th, 7th and 9th orders. The largest difference between the 7th and 9th order curves is approximately 1%. Therefore, it is safe to say that the 9th order solution gives a 1 or 2% precision from the limiting result. It should be noted that the boundary layer effect starts to phase in only when a large number of Fourier terms is incorporated. This is shown in Fig. 4 and in Hartranft and Sih[7], where hundreds of terms were used.

Finally, the convergence for both the tension and bending problems of various depth to thickness ratio is shown in Table 4. For all these problems, the incremental change of the maximum stress intensity factor (at \( \theta = 0 \)) reduced to within 0.5% after 4 or 5 iterations of the main alternating loop. The bending problems seem to converge slightly faster than those of tension, and problems with higher \( a/t \) ratios converge slower.

Based on the above study, the numerical result of the semi-infinite problem is within 1 or 2% precision of the limiting values if the boundary layer effect is discounted. Similar conclusion can be obtained for the results for other problems.

### Table 3. Normalized stress intensity for different order of radial pressure variations on the crack face

<table>
<thead>
<tr>
<th>Polar angle ( \theta ) (degrees)</th>
<th>Order of polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>second</td>
</tr>
<tr>
<td>0</td>
<td>1.219</td>
</tr>
<tr>
<td>10</td>
<td>1.187</td>
</tr>
<tr>
<td>20</td>
<td>1.123</td>
</tr>
<tr>
<td>30</td>
<td>1.080</td>
</tr>
<tr>
<td>40</td>
<td>1.069</td>
</tr>
<tr>
<td>50</td>
<td>1.065</td>
</tr>
<tr>
<td>60</td>
<td>1.051</td>
</tr>
<tr>
<td>70</td>
<td>1.040</td>
</tr>
<tr>
<td>80</td>
<td>1.043</td>
</tr>
<tr>
<td>90</td>
<td>1.047</td>
</tr>
</tbody>
</table>

![Fig. 13. Convergence wrt order of Bessel functions.](image-url)
Table 4. Convergence rates for the tension and bending problems of various crack-depth to plate-thickness ratios

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Number of Semi-infinite</th>
<th>Change of the normalized stress-intensity factor at $\theta = 0$ for $a/t$ of Main loop</th>
<th>Tension</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>Bending</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>0.1789</td>
<td>0.1902</td>
<td>0.2459</td>
<td>0.3248</td>
<td>0.4118</td>
<td>0.1355</td>
<td>0.1317</td>
<td>0.2546</td>
<td>0.1441</td>
<td>0.1676</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.3514 x 10^{-1}</td>
<td>0.3863 x 10^{-1}</td>
<td>0.5834 x 10^{-1}</td>
<td>0.9565 x 10^{-1}</td>
<td>0.1475</td>
<td>0.2525 x 10^{-1}</td>
<td>0.2481 x 10^{-1}</td>
<td>0.2847 x 10^{-1}</td>
<td>0.3458 x 10^{-1}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.7115 x 10^{-2}</td>
<td>0.8040 x 10^{-2}</td>
<td>0.1342 x 10^{-1}</td>
<td>0.2705 x 10^{-1}</td>
<td>0.4852 x 10^{-1}</td>
<td>0.5142 x 10^{-2}</td>
<td>0.5397 x 10^{-2}</td>
<td>0.7340 x 10^{-2}</td>
<td>0.1002 x 10^{-1}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1446 x 10^{-2}</td>
<td>0.1673 x 10^{-2}</td>
<td>0.3096 x 10^{-2}</td>
<td>0.7156 x 10^{-1}</td>
<td>0.1550 x 10^{-1}</td>
<td>0.1161 x 10^{-2}</td>
<td>0.1221 x 10^{-2}</td>
<td>0.1893 x 10^{-2}</td>
<td>0.3096 x 10^{-2}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.1771 x 10^{-2}</td>
<td>—</td>
<td>0.4720 x 10^{-2}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C.Y. LIAO and S.N. ATLURI
A highly accurate alternating procedure, or analytical alternating procedure, has been implemented for computing the stress intensity factors along the crack front of a semicircular or part-circular flaw in a finite body. As needed, the general solution of embedded circular flaw in an infinite solid and the solution of a half space subjected to constant shear tractions are summarized and discussed. Based on the numerical results for various examples, the following conclusions can be drawn.

1. For the alternating method using only analytical solutions, both the boundary-boundary as well as the boundary-crack interactions should be considered in order to obtain correct finite-body results.

2. The alternating method yields a "plain-strain" solution for the stress intensity factors all along the crack front except for a very thin boundary layer. As a result, the present results agree with those of Newman and Raju[13] only for the inside portion ($\theta = 30-90^\circ$) of the surface flaw. The maximum difference between these two solutions ranges from 8 to 26%, depending on various loading types and crack-depth to plate-thickness ratios.

3. The stress intensity factor variation along the flaw border has a wavy format for the uniform tension problems, as predicted in the experimental work of Ruiz and Epstein[15]. For the bending problems, however, the computed stress intensity factors fit in a smooth curve, contrary to the experimental results which have a wavy curve for both tension and bending problems.

4. Without regard to the boundary layer effect near the point where the surface flaw intersects the front-surface, the present implementation converges to 2% precision within 5 iterations. A convergence study shows that the method is very stable as to changes in various parameters, such as those for mesh refinement and curve fitting.

5. The boundary layer effect is insignificant when low order curve fitting parameters are used, and is confined in a very small zone ($\theta = 0-3^\circ$) near the boundary surface. This effect phases in only if a large number of terms in the Fourier expansion is employed—which makes a routine analysis of the "boundary-layer effect" prohibitively expensive for practical problems.
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