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Abstract: Iterative algorithms for solving a nonlinear system of algebraic equations of the type: \( F_i(x_j) = 0, \ i, j = 1, \ldots, n \) date back to the seminal work of Issac Newton. Nowadays a Newton-like algorithm is still the most popular one due to its easy numerical implementation. However, this type of algorithm is sensitive to the initial guess of the solution and is expensive in the computations of the Jacobian matrix \( \frac{\partial F_i}{\partial x_j} \) and its inverse at each iterative step. In a time-integration of a system of nonlinear Ordinary Differential Equations (ODEs) of the type \( B_{ij}\dot{x}_j + F_i = 0 \) where \( B_{ij} \) are nonlinear functions of \( x_j \), the methods which involve an inverse of the Jacobian matrix \( B_{ij} = \frac{\partial F_i}{\partial x_j} \) are called “Implicit”, while those that do not involve an inverse of \( \frac{\partial F_i}{\partial x_j} \) are called “Explicit”. In this paper a natural system of explicit ODEs is derived from the given system of nonlinear algebraic equations (NAEs), by introducing a fictitious time, such that it is a mathematically equivalent system in the \( n + 1 \)-dimensional space as the original algebraic equations system is in the \( n \)-dimensional space. The iterative equations are obtained by applying numerical integrations on the resultant ODEs, which do not need the information of \( \frac{\partial F_i}{\partial x_j} \) and its inverse. The computational cost is thus greatly reduced. Numerical examples given confirm that this fictitious time integration method (FTIM) is highly efficient to find the true solutions with residual errors being much smaller. Also, the FTIM is used to study the attracting sets of fixed points, when multiple roots exist.
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1 Introduction

Numerical solution of algebraic equations is one of the main aspects of computational mathematics. In many practical nonlinear engineering problems, the methods such as the finite element method, boundary element method, finite volume method, the meshless method, etc., eventually lead to a system of nonlinear algebraic equations (NAEs). Many numerical methods used in computational mechanics, as demonstrated by Zhu, Zhang and Atluri (1998), Atluri and Zhu (1998a), Atluri (2002), Atluri and Shen (2002), and Atluri, Liu and Han (2006) lead to the solution of a system of linear algebraic equations for a linear problem, and of an NAEs system for a nonlinear problem. Collocation methods, as those used by Liu (2007a, 2007b, 2007c, 2008a) for the modified Trefftz method of Laplace equation also need to solve a large system of algebraic equations.

Over the past forty years two important contributions have been made towards the numerical solutions of NAEs. One of the methods has been called the “predictor-corrector” or “pseudo-arclength continuation” method. This method has its historical roots in the embedding and incremental loading methods which have been successfully used for several decades by engineers to improve the convergence properties when an adequate starting value for an iterative method is not available. Another is the so-called simplicial or piecewise linear method. The monographs by Allgower and Georg (1990) and Deuflhard (2004) are devoted to the continuation methods for solving NAEs.
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In this paper we introduce a novel continuation method, by embedding the NAEs into a system of nonautonomous first order ODEs (FOODEs). To motivate the present approach, we consider a single NAE:

\[ F(x) = 0. \]  
(1)

In the above equation, we only have an independent variable \( x \). We transform it into a FOODE by introducing a time-like or fictitious variable \( t \) into the following transformation of variable from \( x \) to \( y \):

\[ y(t) = (1 + t)x. \]  
(2)

Here, \( t \) is a variable which is independent of \( x \); hence, \( \dot{y} = dy/dt = x \). If \( \nu \neq 0 \), Eq. (1) is equivalent to

\[ 0 = -\nu F(x). \]  
(3)

Adding the equation \( \dot{y} = x \) to Eq. (3) we obtain:

\[ \dot{y} = x - \nu F(x). \]  
(4)

By using Eq. (2) we can derive

\[ \dot{y} = \frac{y}{1 + t} - \nu F\left(\frac{y}{1 + t}\right). \]  
(5)

This is a FOODE for \( y(t) \). The initial condition for the above equation is \( y(0) = x \), which is however an unknown and requires a guess.

We demonstrate the above idea by a simple algebraic equation:

\[ F(x) = x - 1 = 0, \]  
(6)

which has the solution \( x = 1 \).

From Eqs. (5) and (6) it follows that

\[ \dot{y} = \frac{1 - \nu}{1 + t}y + \nu. \]  
(7)

Suppose that \( y(0) = y_0 \), then the solution of Eq. (7) can be written as

\[ y(t) = \frac{y_0 - 1}{(1 + t)^{\nu-1}} + 1 + t. \]  
(8)

If we choose \( \nu > 1 \), the above \( y(t) \) approaches \( 1 + t \) with a power of \( (1 + t)^{1-\nu} \). At this moment of convergence, by \( x = y/(1 + t) \) we can get the solution \( x = 1 \) of Eq. (6). We note that \( x = 1 \) is also the asymptotic of the following FOODE:

\[ \dot{x} = -\frac{\nu}{1 + t}(x - 1) = -\frac{\nu}{1 + t}F(x), \]  
(9)

where \( \dot{x} = dx/dt \). The solution of Eq. (9) is

\[ x(t) = \frac{x_0 - 1}{(1 + t)^\nu} + 1, \]  
(10)

where \( x(t = 0) = x_0 \). The solution \( x = 1 \) is recovered very fast from \( x(t) \) in Eq. (10), when \( \nu > 0 \) is a large number.

Multiplying Eq. (5) by an integrating factor of \( 1/(1 + t) \) we can obtain

\[ \frac{d}{dt}\left(\frac{y}{1 + t}\right) = -\frac{\nu}{1 + t}F\left(\frac{y}{1 + t}\right). \]  
(11)

Further using \( y/(1 + t) = x \), leads to

\[ \dot{x} = -\frac{\nu}{1 + t}F(x). \]  
(12)

The roots of \( F(x) = 0 \) are fixed points of the above equation. We should stress that the factor \( -\nu/(1 + t) \) before \( F(x) \) is important.

We may employ a forward Euler scheme on Eq. (12) by starting from a chosen initial condition \( x_0 \):

\[ x_{k+1} = x_k - h\nu \frac{1}{1 + t_k}F(x_k), \]  
(13)

where \( h \) is a time stepsize and \( x_k = x(t_k) \) is the value of \( x \) at the \( k \)-th discrete time \( t_k \).

Suppose that \( t_k = k \) is an integer time with a time increment \( h = 1 \), then we have

\[ x_{k+1} = x_k - \frac{\nu}{1 + k}F(x_k). \]  
(14)

This bears certain similarity with the famous Newton method for Eq. (1):

\[ x_{k+1} = x_k - \frac{F(x_k)}{F'(x_k)}. \]  
(15)

But it can be seen that when there exists a danger in the Newton method of dividing by a zero
the function $F$ is bounded, the algorithm (14) guarantees that the solution can be approached.

Now we turn to the discussions of the following algebraic equations:

$$F(x_1, \ldots, x_n) = 0, \; i = 1, \ldots, n. \quad (16)$$

The Newton method for these equations is given by

$$x_{k+1} = x_k - [B(x_k)]^{-1}F(x_k), \quad (17)$$

where we use $x := (x_1, \ldots, x_n)^T$ and $F := (F_1, \ldots, F_n)^T$ to represent the vectors, and $B$ is an $n \times n$ matrix with its $ij$-th component given by $\partial F_i/\partial x_j$.

The Newton method has a great advantage that it is quadratically convergent. However, it still has some drawbacks of not being easy to guess the initial point, the computational burden of $[B(x_k)]^{-1}$, and $F$ being required to be differentiable. Some quasi-Newton methods are thus developed to overcome these defects of the Newton method; see the discussions by Broyden (1965), Dennis (1971), Dennis and More (1974, 1977), and Spedicato and Huang (1997).

Davidenko (1953) was the first who developed a new idea of homotopy method to solve Eq. (16) by numerically integrating

$$\dot{x}(t) = -H^{-1}_x H_t(x, t), \quad (18)$$
$$x(0) = a, \quad (19)$$

where $H$ is a homotopic vector function, for example, $H = (1 - t)(x - a) + tF(x)$, and $H_x$ and $H_t$ are respectively the partial derivatives of $H$ with respect to $x$ and $t$. This theory is later refined by Kellogg, Li and Yorke (1976), Chow, Mallet-Paret and Yorke (1978), Li and Yorke (1980), and Li (1997). At the same time, Hirsch and Smale (1979) also derived a continuous Newton method governed by the following differential equation:

$$\dot{x}(t) = -B^{-1}(x)F(x), \quad (20)$$
$$x(0) = a. \quad (21)$$

It can be seen that the ODEs in Eqs. (18) and (20) are difficult to calculate, because they all include an inverse matrix. Below we will develop a new ODEs system, which is equivalent to the original equation (16).

2 A fictitious time integration approach

2.1 Transformation into an ODEs system

First we propose the following variable transformation:

$$y_i(t) = (1 + t)x_i, \; i = 1, \ldots, n, \quad (22)$$

and multiply Eq. (16) by a coefficient $-\nu \neq 0$:

$$0 = -\nu F_i(x_1, \ldots, x_n). \quad (23)$$

Using Eq. (22) we have

$$0 = -\nu F_i \left( \frac{y_1}{1 + t}, \ldots, \frac{y_n}{1 + t} \right). \quad (24)$$

Recalling that $\dot{y}_i = x_i$ by Eq. (22), and adding it on both the sides of the above equation we obtain

$$\dot{y}_i = x_i - \nu F_i \left( \frac{y_1}{1 + t}, \ldots, \frac{y_n}{1 + t} \right). \quad (25)$$

Then, by using $x_i = y_i/(1 + t)$, we can change Eq. (16) into an ODEs system:

$$\dot{y}_i = \frac{y_i}{1 + t} - \nu F_i \left( \frac{y_1}{1 + t}, \ldots, \frac{y_n}{1 + t} \right). \quad (26)$$

Finally, multiplying each equation by the integrating factor $1/(1 + t)$ and using Eq. (22) again we obtain

$$\dot{x}_i = -\nu F_i(x_1, \ldots, x_n), \; i = 1, \ldots, n. \quad (27)$$

It can be seen that this ODEs system is nonautonomous and is much simpler than those in Eqs. (18) and (20). Furthermore, in terms of a logarithmic time scale

$$\tau = \ln(1 + t), \quad (28)$$

Eq. (27) can be recast into a more elegant form:

$$\frac{dx_i}{d\tau} = -\nu F_i(x_1, \ldots, x_n), \; i = 1, \ldots, n. \quad (29)$$

The above idea was first proposed by Liu (2008b) to treat an inverse Sturm-Liouville problem by
transforming an ODE into a PDE. Then, Liu and his coworkers [Liu (2008c, 2008d); Liu, Chang, Chang and Chen (2008)] extended this idea to develop new method for estimating parameters in the inverse vibration problems.

Eq. (22) is not the unique way to transform the algebraic equations (16) into the ODEs. We can adopt

\[ y_i(t) = q(t)x_i, \quad i = 1, \ldots, n, \quad (30) \]

and a similar derivation leads to

\[ \dot{x}_i = \frac{-\nu}{q(t)} F_i(x_1, \ldots, x_n), \quad i = 1, \ldots, n. \quad (31) \]

The requirements on \( q(t) \) are that they be differentiable and \( q(0) = 1 \). A special case is \( q(t) = 1 \) and \( \nu = -1 \), and then we have

\[ \dot{x}_i = F_i(x_1, \ldots, x_n). \quad (32) \]

Deuflhard (2004) has called the above equation a pseudo-transient continuation method. However, this equation is hard to work and usually leads to wrong solutions of \( F_i = 0 \).

From Eq. (29) we can understand that the so-called steady state must be considered in the logarithmic time scale \( \tau = \ln(1 + t) \), because this equation is no more a nonautonomous one as Eq. (27) is. In the logarithmic time scale, if the motion of \( x_i \) approaches a steady state, i.e., \( dx_i / d\tau = 0 \), then the roots are reached. In this paper we focus on using Eq. (27) as our tool to compute the roots of algebraic equations. This is the most simple choice of \( q(t) = 1 + t \) to meet the just mentioned requirements of \( q(t) \). However, other choices are possible if they can provide better behavior than the present one.

### 2.2 GPS for differential equations system

As was done in Eq. (14), we may employ the Euler method for Eq. (27), and using \( h = 1 \), to obtain an iterative method to calculate the solutions of algebraic equations:

\[ x_i^{k+1} = x_i^k - \frac{\nu}{1 + k} F_i(x_1^k, \ldots, x_n^k), \quad i = 1, \ldots, n. \quad (33) \]

However, we find that this method is not so good, because sometimes \( h = 1 \) may be too large to cause over-flow of the values of \( x_i \).

Therefore we develop a more stable group preserving scheme (GPS) given as follows. Upon letting \( x = (x_1, \ldots, x_n)^T \), and letting \( f \) denote a vector with its \( i \)-th component being the right-hand side of Eq. (27) we can write Eq. (27) a vector form:

\[ \dot{x} = f(x, t) = \frac{-\nu}{1 + t} F(x), \quad x \in \mathbb{R}^n, \quad t > 0, \quad (34) \]

where \( n \) is the number of algebraic equations.

A GPS can preserve the internal symmetry group of the considered ODEs system. Although we do not know previously the symmetry group of differential equations system, Liu (2001) has embedded it into an augmented differential equations system, which concerns with not only the evolution of state variables themselves but also the evolution of the magnitude of the state variables vector. We note that

\[ \| x \| = \sqrt{x^T x} = \sqrt{x \cdot x}, \quad (35) \]

where the dot between two \( n \)-dimensional vectors denotes their inner product. Taking the derivatives of both the sides of Eq. (35) with respect to \( t \), we have

\[ \frac{d\| x \|}{dt} = \frac{\dot{x}^T x}{\sqrt{x^T x}}. \quad (36) \]

Then, by using Eqs. (34) and (35) we can derive

\[ \frac{d\| x \|}{dt} = \frac{f^T x}{\| x \|}. \quad (37) \]

It is interesting that Eqs. (34) and (37) can be combined together into a simple matrix equation:

\[ \frac{d}{dt} \begin{bmatrix} x & \| x \| \end{bmatrix} = \begin{bmatrix} 0_{n \times n} & f(x) / \| x \| \\ f^T(x) / \| x \| & 0 \end{bmatrix} \begin{bmatrix} x & \| x \| \end{bmatrix}. \quad (38) \]

It is obvious that the first row in Eq. (38) is the same as the original equation (34), but the inclusion of the second row in Eq. (38) gives us a Minkowskian structure of the augmented state variables of \( X := (x^T, \| x \|)^T \), which satisfies the cone condition:

\[ X^T g X = 0, \quad (39) \]
where
\[ g = \begin{bmatrix} I_n & 0_{n \times 1} \\ 0_{1 \times n} & -1 \end{bmatrix} \] (40)
is a Minkowski metric, and \( I_n \) is the identity matrix of order \( n \). In terms of \((\mathbf{x}, \|\mathbf{x}\|)\), Eq. (39) becomes
\[ \mathbf{X}^T g \mathbf{X} = \mathbf{x} \cdot \mathbf{x} - \|\mathbf{x}\|^2 = \|\mathbf{x}\|^2 - \|\mathbf{x}\|^2 = 0. \] (41)
It follows from the definition given in Eq. (35), and thus Eq. (39) is a natural result.
Consequently, we have an \( n + 1 \)-dimensional augmented differential equations system:
\[ \dot{\mathbf{X}} = \mathbf{A} \mathbf{X} \] (42)
with a constraint (39), where
\[ \mathbf{A} := \begin{bmatrix} 0_{n \times n} & \frac{f(\mathbf{x}, \dot{\mathbf{x}})}{\|\mathbf{x}\|} \\ \frac{\|\mathbf{x}\|}{\|\mathbf{x}\|} & 0 \end{bmatrix}, \] (43)
satisfying
\[ \mathbf{A}^T g + g \mathbf{A} = 0, \] (44)
is a Lie algebra \( so(n,1) \) of the proper orthochronous Lorentz group \( SO_0(n,1) \). This fact prompts us to devise the GPS, whose discretized mapping \( \mathbf{G} \) must exactly preserve the following properties:
\[ \mathbf{G}^T g \mathbf{G} = g, \] (45)
\[ \det \mathbf{G} = 1, \] (46)
\[ G_0^0 > 0, \] (47)
where \( G_0^0 \) is the 00-th component of \( \mathbf{G} \).
Although the dimension of the new system is raised by one more, it has been shown that the new system permits a GPS given as follows [Liu (2001)]:
\[ \mathbf{X}_{k+1} = \mathbf{G}(k) \mathbf{X}_k, \] (48)
where \( \mathbf{X}_k \) denotes the numerical value of \( \mathbf{X} \) at \( t_k \), and \( \mathbf{G}(k) \in SO_0(n,1) \) is the group value of \( \mathbf{G} \) at \( t_k \).
If \( \mathbf{G}(k) \) satisfies the properties in Eqs. (45)-(47), then \( \mathbf{X}_k \) satisfies the cone condition in Eq. (39).

The Lie group can be generated from \( \mathbf{A} \in so(n,1) \) by an exponential mapping,
\[ \mathbf{G}(k) = \exp[h\mathbf{A}(k)] = \begin{bmatrix} I_n + \frac{(a_k-1)\mathbf{f}_k\mathbf{f}_k^T}{\|\mathbf{f}_k\|} & \frac{b_k\mathbf{f}_k}{\|\mathbf{f}_k\|} \\ \frac{b_k\mathbf{f}_k^T}{\|\mathbf{f}_k\|} & a_k \end{bmatrix}, \] (49)
where
\[ a_k := \cosh\left(\frac{h\|\mathbf{f}_k\|}{\|\mathbf{x}_k\|}\right), \] (50)
\[ b_k := \sinh\left(\frac{h\|\mathbf{f}_k\|}{\|\mathbf{x}_k\|}\right). \] (51)
Substituting Eq. (49) for \( \mathbf{G}(k) \) into Eq. (48), we obtain
\[ \mathbf{x}_{k+1} = \mathbf{x}_k + \eta_k \mathbf{f}_k, \] (52)
\[ \|\mathbf{x}_{k+1}\| = a_k \|\mathbf{x}_k\| + \frac{b_k}{\|\mathbf{f}_k\|} \mathbf{f}_k \cdot \mathbf{x}_k, \] (53)
where
\[ \eta_k := \frac{b_k\|\mathbf{x}_k\|\|\mathbf{f}_k\| + (a_k - 1)\mathbf{f}_k \cdot \mathbf{x}_k}{\|\mathbf{f}_k\|^2}. \] (54)
The group properties are preserved in this scheme for all \( h > 0 \), and is called a group-preserving scheme.

2.3 Runge-Kutta method
We have derived a GPS in the last section, which is however a first-order numerical integration scheme. In order to increase the accuracy in the integration of Eq. (34) sometimes we may employ the fourth-order Runge-Kutta method (RK4) by the following process:
\[ \mathbf{x}_{k+1} = \mathbf{x}_k + \frac{h}{6}(\mathbf{f}_1 + 2\mathbf{f}_2 + 2\mathbf{f}_3 + \mathbf{f}_4), \] (55)
where
\[ \mathbf{f}_1 = \mathbf{f}(\mathbf{x}_k, t_k), \]
\[ \mathbf{f}_2 = \mathbf{f}(\mathbf{x}_k + h/2\mathbf{f}_1, t_k + h/2), \]
\[ \mathbf{f}_3 = \mathbf{f}(\mathbf{x}_k + h/2\mathbf{f}_2, t_k + h/2), \]
\[ \mathbf{f}_4 = \mathbf{f}(\mathbf{x}_k + h\mathbf{f}_3, t_k + h). \]
2.4 Numerical procedure

Starting from an initial value of \( x(0) \) which can be guessed in a rather free way, we employ the above GPS or RK4 to integrate Eq. (34) from \( t = 0 \) to a selected final time \( t_f \). In the numerical integration process we check the convergence of \( x_i \) at the \( k \)- and \( k+1 \)-steps by

\[
\sum_{i=1}^{n} (x_i^{k+1} - x_i^k)^2 \leq \varepsilon^2,
\]

where \( \varepsilon \) is a given convergent criterion. If at a time \( t_0 \leq t_f \) the above criterion is satisfied, then the solution of \( x_i \) is obtained. In practice, if a suitable \( t_f \) is selected we find that the numerical solution is also approached very well to the true solution, even the above convergent criterion is not satisfied before the time \( t < t_f \). A suitable coefficient \( \nu \) introduced in Eq. (27) can increase the stability of numerical integration, and speeds up the rate of convergence.

In particular we would emphasize that the present method is a new fictitious time integration method (FTIM), which can calculate the solution very stably and effectively. Below we give numerical examples to display some advantages of the present FTIM.

3 Numerical tests of FTIM by examples

In this section we will apply the new method of FTIM on both single, as well as multiple nonlinear algebraic equations, and sometimes compare it with the Newton method (NM).

Before embarking the numerical tests we use the following case to compare the FTIM and continuous Newton method:

\[ x^2 - 1 = 0. \] (57)

Of course, it has two roots \( x = -1 \) and \( x = 1 \).

From Eq. (20) we have

\[ \dot{x} = -\frac{x^2 - 1}{2x}. \] (58)

Similarly, from Eq. (12) we have

\[ \dot{x} = -\frac{\nu(x^2 - 1)}{1 + t}. \] (59)

While the integral of the first equation (58) leads to

\[ x^2 = 1 + (x_0^2 - 1)e^{-t}, \] (60)

the integral of the second equation (59) leads to

\[ \frac{x - 1}{x + 1} = \frac{x_0 - 1}{x_0 + 1}(1 + t)^{-2\nu}, \] (61)

where \( x_0 \) is an initial condition.

It is obvious that Eq. (60) quickly approaches \( x^2 = 1 \) when \( t \) increases. However, because \( x^2 \) is not a monotonic function, it cannot take the inverse of Eq. (60) to find \( x \). Therefore, by applying a numerical integration method on Eq. (58) we need to decide which one of

\[ x = \pm \sqrt{1 + (x_0^2 - 1)e^{-t}} \] (62)

is selected.

Conversely, from Eq. (61) we have

\[ x \rightarrow 1, \ t \rightarrow \infty, \text{ if } \nu > 0, \] (63)

\[ x \rightarrow -1, \ t \rightarrow \infty, \text{ if } \nu < 0. \] (64)

The above convergence speed is dependent on the value of \( \nu \). If we choose \( \nu > 0 \) the FTIM will lead to a unique solution \( x = 1 \), no matter what \( x_0 \) is selected; on the other hand, if we choose \( \nu < 0 \) the FTIM will lead to a unique solution \( x = -1 \), no matter what \( x_0 \) is selected. The convergence speed of FTIM is \( 2\nu \) power of \( t \), which is slower than the exponential convergence of Eq. (62), but its advantage is that we have a unique solution: \( x = 1 \) if \( \nu > 0 \), and \( x = -1 \) if \( \nu < 0 \). But the continuous NM cannot find these two solutions.

3.1 Example 1

We first consider a simple algebraic equation:

\[ F(x) = x^3 - 3x^2 + 2x = 0. \] (65)

The roots are 0, 1 and 2.

First we investigate the behavior in first 20 steps by tracing the paths in the plane of \((x_k, x_{k+1})\). As shown in Fig. 1(a), starting from \( x = -0.5 \) the NM tends to the first root of \( x = 0 \) very fast, while the FTIM with \( \nu = 1.5 \) tends to the third root \( x = 2 \).
with an approximation value of 1.9996. It is interesting that when $\nu = 1.6$ the FTIM tends to the second root of $x = 1$ exactly, and when $\nu = 1.7$ the FTIM tends to the first root of $x = 0$ with a numerical value of $-4.1 \times 10^{-7}$.

The above demonstration indicates that the solution by FTIM with a suitable choice of $\nu$ can be very accurate even only through a few iterations. Between two roots with a same starting point the FTIM under different sign of $\nu$ tend to different roots almost exactly.

### 3.2 Example 2

Then we consider a system of two algebraic equations in two-variables [Hirsch and Smale (1979)]:

$$F_1(x,y) = x^3 - 3xy^2 + a_1(2x^2 + xy) + b_1y^2 + c_1x + a_2y = 0,$$

$$F_2(x,y) = 3x^2y - y^3 - a_1(4xy - y^2) + b_2x^2 + c_2 = 0.$$  \hspace{1cm} (66)

$$F_2(x,y) = 3x^2y - y^3 - a_1(4xy - y^2) + b_2x^2 + c_2 = 0.$$  \hspace{1cm} (67)

The parameters used in this test are listed in Table 1. For these problems the initial guesses are respectively $(x,y) = (5,5), (x,y) = (0.25,0.1)$ and $(x,y) = (-1,-1)$.

For problem 1 there are other solutions given by $(x,y) = (50.46504, -37.2634179)$, and $(x,y) = (36.045402, 36.80750808)$. For the former solution the parameters we use are given by $(\nu, h, \varepsilon) = (0.1, 0.0001, 10^{-10})$, and the initial point is $(50, -30)$. Through 1341 iterations the result is obtained. For the latter solution the parameters are given by $(\nu, h, \varepsilon) = (0.01, 0.01, 10^{-10})$, and the initial point is $(40, 20)$. Through 1474 iterations, the result is obtained.

For a vision of the convergent paths we also plotted the orbits of $(x,y)$ for the above three problems in Figs. 2(a), 2(b) and 2(c), respectively. In Fig. 2(a) the left-side corresponds to the first root, while the right-side is for the second root. It can be seen that the first fixed point is a node, while the second one is a focus; similarly, the third fixed point is a focus. There appears a zig-zag of the path for problem 2; however, it spends only 52 iterations to reach a highly accurate solution of the
Table 1: The parameters and results for Example 2

<table>
<thead>
<tr>
<th>Problem 1</th>
<th>Problem 2</th>
<th>Problem 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (a_1, b_1, c_1, a_2, b_2, c_2) )</td>
<td>( (25, 1, 2, 3, 4, 5) )</td>
<td>( (25, 1, 2, 3, 4, 5) )</td>
</tr>
<tr>
<td>( (v, h, \epsilon) )</td>
<td>( (0.1, 0.01, 10^{-10}) )</td>
<td>( (0.02, 0.0001, 10^{-10}) )</td>
</tr>
<tr>
<td>No. of Iterations</td>
<td>( 44 )</td>
<td>( 1274 )</td>
</tr>
<tr>
<td>( (x, y) )</td>
<td>( (-50.3970755, -0.802426) )</td>
<td>( (0.134212, 0.81128) )</td>
</tr>
<tr>
<td>( (F_1, F_2) )</td>
<td>( (8.45 \times 10^{-7}, 9.07 \times 10^{-10}) )</td>
<td>( (4.26 \times 10^{-5}, 1.96 \times 10^{-8}) )</td>
</tr>
</tbody>
</table>

Figure 2: Two-dimensional solution orbits of Example 2 for three different problems.

roots with errors in the order of \( 10^{-10} \). The third problem is hard to solve because there appears a much large coefficient \( a_1 = 200 \) than others. As reported by Hsu (1988), he could not calculate the third problem by using the homotopic algorithm with a Gordon-Shampine integrator, the Li-Yorke algorithm with Euler predictor and Newton corrector, and the Li-Yorke algorithm with Euler predictor and quasi-Newton corrector.

Hirsch and Smale (1979) used the continuous Newton algorithm to calculate the above three problems. For the first problem they obtained \( (x, y) = (36.0454, 36.8056) \). However, inserting it into \( F_1 \) and \( F_2 \) we find that \( (F_1, F_2) = (13.315, 3.675) \), which indicates that the result obtained by Hirsch and Smale (1979) is not an accurate root of Eqs. (66) and (67). For the second problem Hirsch and Smale (1979) obtained \( (x, y) = (39.0207, 38.2417) \). Inserting it into \( F_1 \) and \( F_2 \) we find that \( (F_1, F_2) = (-0.339, -0.117) \), which indicates that the result
obtained by Hirsch and Smale (1979) is not accurate. Finally, we check the third problem, of which Hirsch and Smale (1979) obtained \((x,y) = (0.5115, 197.936)\). Inserting it into \(F_1\) and \(F_2\) we find that \((F_1, F_2) = (7.477, 26.964)\), which indicates again that the result obtained by Hirsch and Smale (1979) is not an accurate root of Eqs. (66) and (67).

For problem 1 we have found three roots as shown above. It is interesting to investigate the attracting set of each fixed point in the plane of initial conditions of \((x(0), y(0))\). Starting from any initial condition in the domain of \(-60 < x(0) < 60, \ -40 < y(0) < 40\) we apply the FTIM under a convergent criterion of \(\varepsilon = 10^{-7}\), and with \(\nu = 0.01\) and \(h = 0.001\) to find its terminal location, and determines which attracting set it belongs by a small disk with a center on each fixed point. The most points in the left-side of Fig. 3 as shown by the diamonds are attracted by the fixed point \((-50.3971, -0.8042)\). At the right-side there are two fixed points \((50.465, -37.263)\) and \((36.045, 36.808)\). The solid circular points as shown in Fig. 3 are the attracting set of the former one, while the square points are the attracting set of the latter one. This result reveals that the dynamics of the FTIM is rather simple, and it is convenient for us to choose suitable initial conditions to find the different roots. As we know the dynamics of Newton method is very complex, which usually makes the selection of initial condition being sensitive and difficult.

### 3.3 Example 3

Then we study the following system of two algebraic equations [Spedicato and Hunag (1997)]:

\[
F_1(x, y) = x - y^2 = 0, \quad (68)
\]

\[
F_2(x, y) = (y - 1)^2(y - 2)^2 + (x - y^2)^2 = 0. \quad (69)
\]

The two real roots are \((x,y) = (1,1)\) and \((x,y) = (4,2)\).

In this test of the FTIM we study the attracting sets of these two fixed points. All nodes of a regular grid of 50 by 50 points with side length 5 in the region of \([0,5] \times [0,5]\) are classified according to which fixed point is tended. In Fig. 4 the square points are those attracted by the the fixed point \((x,y) = (1,1)\), while the triangular points are those attracted by the the fixed point \((x,y) = (4,2)\). Under the convergent criterion \(\varepsilon = 10^{-4}\), some points in the blank part of Fig. 4 are not convergent to any of the above fixed points.

---

Figure 3: The attracting sets for three different fixed points of problem 1 in Example 2.

Figure 4: The attracting sets for two different fixed points of Example 3.
3.4 Example 4

We consider a system of three algebraic equations in three-variables:

\[ F_1(x, y, z) = x + y + z - 3 = 0, \]  
\[ F_2(x, y, z) = xy + 2y^2 + 4z^2 - 7 = 0, \]  
\[ F_3(x, y, z) = x^8 + y^4 + z^9 - 3 = 0. \]  

Obviously \( x = y = z = 1 \) is the solution.

For this case we use a large \( \nu = 10 \) to speed up the rate of convergence. In order to increase the accuracy we employ the RK4 method by using a small time stepsize \( h = 0.01 \), and a stringent convergent criterion with \( \varepsilon = 10^{-9} \) is used. Starting from an initial value of \( (x, y, z) = (0.5, 0.6, 0.6) \), through 1264 iterations the orbit converges to the solution \( (x, y, z) = (1.000000037, 1.00000004, 0.999999955) \), which is very near the true solution. The present method converges much faster than the above mentioned homotopic methods with the computational time smaller than 0.1 sec by using a PC586.

Because we do not use the steady-state concept in our formulation of the ODEs in Eq. (34), the final time spent by the present approach is not too long. For example, in this case the final time is \( t_f = 1264 \times 0.01 = 12.64 \).

3.5 Example 5

Now we consider a test example given by Roose, Kulla, Lomb and Meresso (1990):

\[ F_i = 3x_i(x_{i+1} - 2x_i + x_{i-1}) + \frac{1}{4}(x_{i+1} - x_{i-1})^2, \]  
\[ x_0 = 0, \quad x_{n+1} = 20. \]  

Initial value is fixed to be \( x_i = 10, \ i = 1, \ldots, n \) as that used by Spedicato and Huang (1997).

For this case we use a large \( \nu = -100 \) to speed up the rate of convergence, which needs 2381 iterations with a time stepsize \( h = 0.0002 \) for the RK4 method. When the convergent criterion is given by \( 10^{-15} \), the residual error \( (\sum_i^n F_i^2)^{1/2} \) of numerical solution is about \( 1.72 \times 10^{-13} \). This is equivalent to spending a time of \( 2381 \times 0.0002 = 0.4762 \) that the dynamical system of Eq. (34) reaches the fixed point, which is recorded in Table 2.

As compared with the methods reported by Spedicato and Huang (1997) for the Newton-like methods, the present approach is more accurate and time saving, where the computational time is smaller than 0.1 sec by using a PC586. For \( n = 50 \) the numerical solutions are plotted in Fig. 5(a), where the error of each \( F_i \) is shown in Fig. 5(b). The residual error is about \( 5.83 \times 10^{-12} \).

3.6 Example 6

In this example we apply the FTIM to solve the following boundary value problem [Liu (2006)]:

\[ u'' = \frac{3}{2}u^2, \]  
\[ u(0) = 4, \quad u(1) = 1. \]  

The exact solution is

\[ u(x) = \frac{4}{(1+x)^2}. \]  
By introducing a finite difference discretization of $u$ at the grid points we can obtain

$$F_i = \frac{1}{(\Delta x)^2} (u_{i+1} - 2u_i + u_{i-1}) - \frac{3}{2} \frac{u_i^2}{\Delta t}, \quad (78)$$

$$u_0 = 4, \quad u_{n+1} = 1, \quad (79)$$

where $\Delta x = 1/(n+1)$ is the grid length.

Under the following parameters $n = 49$, $\Delta t = 0.0001$, $\nu = -0.3$ and $\epsilon = 10^{-10}$ we compute the roots of the above system, and compare them with the exact solutions in Fig. 6(a), which can be seen that the error as shown in Fig. 6(b) is very small in the order of $10^{-4}$.

### 3.7 Example 7

In this example we apply the FTIM to solve the following boundary value problem of nonlinear elliptic equation [Atluri and Zhu (1998a, 1998b); Zhu, Zhang and Atluri (1998, 1999)]:

$$\Delta u(x,y) + \omega^2 u(x,y) + \epsilon u^3(x,y) = p(x,y). \quad (80)$$

The exact solution is

$$u(x,y) = -\frac{5}{6} (x^3 + y^3) + 3(x^2 y + xy^2). \quad (81)$$

The exact $p$ can be obtained by inserting the above $u$ into Eq. (80).

By introducing a finite difference discretization of $u$ at the grid points we can obtain

$$F_{i,j} = \frac{1}{(\Delta x)^2} (u_{i+1,j} - 2u_{i,j} + u_{i-1,j})$$

$$+ \frac{1}{(\Delta y)^2} (u_{i,j+1} - 2u_{i,j} + u_{i,j-1})$$

$$+ \omega^2 u_{i,j} + \epsilon u_{i,j}^3 - p_{i,j}, \quad (82)$$

where $\Delta x = 1/(n+1)$ and $\Delta y = 1/(n+1)$ are grid lengths. The boundary constraints can be obtained from the exact solution in Eq. (81).

Under the following parameters $n = 29 \times 29$, $\Delta t = 0.0005$, $\nu = -2$, $\epsilon = 10^{-5}$, $\omega = 1$ and $\nu = 0.001$ we compute the roots of the above system, and compare them with the exact solutions. Starting from an initial value of $u_{i,j} = -0.1$, the FTIM converges within 5488 steps. At the point $y_0 = 0.75$ the error of $u$ was plotted with respect to $x$ in Fig. 7 by the dashed line, of which the maximum error is about $5.4 \times 10^{-6}$. At the point $x_0 = 0.5$ the error of $u$ was plotted with respect to $y$ in Fig. 7 by the solid line, of which the maximum error is about $4.4 \times 10^{-6}$. For this highly nonlinear problem the FTIM is effective and gives very small error of the numerical solution.

### 4 Conclusions

Since the work of Newton, iterative algorithms were developed by many researchers, extending...
to continuous type by introducing an extra ad hoc artificial time. However, those ODEs are not intimately related to the original algebraic equations. The present paper very simply transforms the original nonlinear algebraic equations into an evolutionary system of equations by introducing a fictitious time, and had adding a coefficient to enhance the stability of numerical integration of the resulting ODEs and to speed up the convergence to the true roots. The main idea presented here is that the resulting system of ODEs is mathematically equivalent to the original equations, and no approximation is made. Hence, the present FTIM can work very effectively and accurately for the solution of nonlinear algebraic equations. Because no inverse of a matrix is required, the present method is very time efficient. Seven numerical examples were worked out, including the analysis of attracting sets and convergent paths. Some are compared with exact solutions revealing that high accuracy can be achieved by the FTIM. The new method is also applicable to the solutions of boundary value problems of elliptic type equation by discretizing them into high-dimensional nonlinear algebraic equations, revealing a high performance than other solvers.

Figure 7: Applying the FTIM to a nonlinear elliptic boundary value problem, the errors are very small.
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