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Abstract: In recent years, major advances in artificial intelligence (Al) have been applied to medical image
diagnosis with promising results. Even though these methods demonstrate incredible potential in saving
valuable man-hours and minimizing inadvertent human mistakes, their adoption has been met with rightful
skepticism and extreme circumspection in critical applications such as medical diagnosis. The most paramount
of these challenges is the lack of rationale behind predictions - making them notoriously a black box in nature.
In extreme cases, this can create a lack of alignment between the designer's intended behavior and the model's
actual performance. In this talk, I will discuss our recent research on explainable Al strategies, in particular, I
will discuss concept-based learning models and show how the concept-based learning models and example-
based learning models can be designed for explainable deep neural networks, vision transformers, and vision
language models.
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