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Abstract: In this talk, we will discuss our results over the past decade in evaluating the
trustworthiness of ML models in performing security-related tasks. First, by casting
authorization decisions as the task of classifying requests into those that should be permitted
or denied, we summarize our results showing that ML classifiers tend to be susceptible to
being fooled by adversaries in two important authorization contexts: facial authentication and
malware detection. Second, we consider the ability of ML models to keep secrets, and put
their weaknesses in doing so to a constructive use: enabling a data owner to audit an ML
model for use of her data in training. In particular, we will detail our progress on developing
general techniques for black-box, data-use auditing of ML models that enable the data owner
to bound her false-detection rate.
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