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Abstract: While the success of deep learning hinges on its ability to process vast amounts of data, computing 
systems struggle to keep up with the unprecedented demand of ever-increasing data, leading researchers back to 
the notorious memory-wall problem. Unfortunately, the existing paradigms we have, such as parallel computing, 
multicore, or dataflow, are all designed for speedup computing. They are not designed to address the memory-
wall problem. In fact, they have put even more pressure on the already overstressed memory systems. Data access 
has become the number one performance killer of computing. A paradigm shift is needed for computing from a 
data-centric point of view. In this talk, we introduce the concept of dataflow under the von Neumann machine 
paradigm to address this issue. We begin by presenting the C-AMAT model, which quantifies the benefits of 
concurrent data access and reveals the relationship between data locality and concurrency. Next, we introduce the 
LPM (Layer Performance Matching) framework to optimize memory system performance and formally introduce 
the concept of dataflow under the von Neumann machine. We then discuss our recent work in I/O systems, 
focusing on the Hermes multi-tiered I/O buffering system. Hermes optimizes data movement based on the LPM 
framework and has been a significant success. Finally, we will address some fundamental issues and present 
forward-thinking computer system designs for AI and big data applications. We will discuss the critical role of 
collaborative research infrastructures, like the envisioned StoreHub, in accelerating progress. 
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