Differential Behavioral and Neural Profiles in Youth With Conduct Problems During Risky Decision-Making
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Neuroimaging work has examined neural processes underlying risk taking in adolescence, yet predominantly in low-risk youth. To determine whether we can extrapolate from current neurobiological models, this functional magnetic resonance imaging study investigated risk taking and peer effects in youth with conduct problems (CP; N = 19) and typically developing youth (TD; N = 25). Results revealed higher real-life risk taking, lower risky decisions, and no peer effects on a risk-taking task in CP youth. CP youth showed greater ventral striatum (VS) activity during safe than risky decisions, whereas TD youth showed greater VS activation during risky decisions. Differential VS activity explained higher real-life risk taking in CP youth. Findings provide preliminary evidence that risk-taking behavior in youth with CD problems is characterized by differential neural patterns.

Adolescents are characterized by remarkable improvements in physical, mental, and social capabilities, while at the same time uniquely heightened levels of risk-taking behaviors that contribute to a drastic increase in morbidity and mortality (CDC; Heron, 2017; Defoe, Dubas, Figner, & Aken, 2015). This increase in health-risk behaviors such as risky driving, delinquency, and substance use is related to heightened sensation-seeking tendencies at a time when self-regulation is still maturing (Steinberg et al., 2017). Moreover, in the presence of peers, adolescents tend to take even greater risks (Chein, Albert, O’Brien, Uckert, & Steinberg, 2011; Gardner & Steinberg, 2005). Despite the dramatic increase in morbidity and mortality, the survival rates of US high school students are at 99.96% (Willoughby, Good, Adachi, Hamza, & Tavernier, 2014). Most teenagers navigate through adolescence with heightened, albeit non-health-compromising, levels of risk taking, which can be beneficial for development, for example in forming friendships or becoming more independent from parents (Crone & Dahl, 2012; Crone, Duijvenvoorde, & Peper, 2016). Only a small percentage of teenagers engage in persistently high levels of risky and antisocial behaviors, often at great cost to society (Moffitt, 2018). Yet, most of what we know about adolescent risk taking is based on community adolescent samples engaging in low rates of health-compromising risk taking (Bjork & Pardini, 2015). Current neurobiological theories emphasize an imbalance between hyperactive reward systems (e.g., ventral striatum, VS) and protracted development of cognitive control systems (e.g., prefrontal cortex, PFC) to explain increased orientation to risk and reward during adolescence (Casey, 2015; Shulman et al., 2016; Steinberg, 2008). However, without including youth who engage in excessive rates of risk taking, our current neurobiological theories may not generalize broadly outside of normative samples. The present study employed functional magnetic resonance imaging (fMRI) to investigate behavioral and neural profiles of risk taking in a sample of youth characterized by conduct problems (CP) severe enough to result in institutional recourse.

Excessive risk taking is clustered in a small number of adolescents characterized by CP, which include behaviors such as aggression, property damage, and stealing (reviewed in Blair, Veroude,
The term conduct problems has been used interchangeably with other terms, such as externalizing behaviors and antisocial behaviors (Hyde, Shaw, & Hariri, 2013; Liu, 2005), and research describes a tremendous heterogeneity in youth with CP (e.g., callous-unemotional traits, impulsivity, antisocial peers; reviewed in Moffitt, 2018; Viding, Fontaine, & McCrory, 2012). In excessive forms, conduct problems are defining features of oppositional defiant disorder (ODD) or conduct disorder (CD) (DSM-5; American Psychiatric Association, 2013; Blair et al., 2018). Here, we define conduct problems as non-normative antisocial and health-risk behaviors (e.g., aggression, property damage, stealing, and delinquency) that have resulted in institutional involvement (arrest, school suspensions, and expulsions) as these are seen as strong predictors of continuing problems into adulthood (Moffitt & Caspi, 2001), as compared to community adolescents with normative levels of risk behavior (e.g., sneaking out of the house without parents knowing). In the current study, we included adolescents based on their behavioral profile of conduct problems, rather than clinical diagnosis, because individuals may not receive a diagnosis due to limited access to clinical resources (see Blair et al., 2018), or because they do not meet all diagnostic criteria, even though their conduct problems are substantial enough to result in institutional involvement.

Two lines of research provide some insight into the potential neural correlates of risk-taking behavior in youth with conduct problems, (1) research in developmental samples examining broadly defined risk-taking behavior and (2) youth with ODD, CD, and addiction (for reviews, see Bjork & Pardini, 2015; Blair et al., 2018; Hyde et al., 2013; Rubia, 2011; Viding et al., 2012). Research largely utilizing community samples of adolescents has shown that risk-taking behavior is associated with an interplay of affective and social-cognitive processes in the brain. Indeed, a recent meta-analysis of typically developing youth found that dorsomedial prefrontal cortex (dmPFC), inferior frontal gyrus (IFG)/insula, and VS are consistently implicated in decision-making in social contexts (Van Hoorn, Shablack, Lindquist, & Telzer, 2019). Neural activation in these regions, particularly in the VS, peaks during adolescence (Galvan, 2010; Sherman, Chein, & Steinberg, 2018; Silverman, Jedd, & Luciana, 2015; Telzer, 2016), especially when peers are present (Chein et al., 2011). Empirical work suggests that increased VS activity in response to rewards is stronger for adolescents with a higher motivation to obtain rewards (Schreuders et al., 2018) and greater likelihood of engaging in real-life risky behaviors (Galvan, Hare, Voss, Glover, & Casey, 2007; Qu, Galvan, Fuligni, Lieberman, & Telzer, 2015), underscoring that there are meaningful individual differences in affective reactivity that could explain excess rates of risk-taking behavior.

In the second line of work, processes implicated in risky behaviors, such as reward and punishment processing, have been examined in adolescents with CD, ODD, and addiction. This research has identified deficits in CD and ODD in “hot” ventromedial orbitofrontal-limbic regions associated with motivation and affect (Bjork & Pardini, 2015; Hyde et al., 2013; Rubia, 2011). However, there has been mixed evidence for the direction of these differences in conduct disorders, that is, hyperactivation or hypoactivation of the reward system (reviewed in Byrd, Loeber, & Pardini, 2014; Tyler, White, Thompson, & Blair, 2019). For example, adolescents with antisocial behavior increased neural activation to rewards in the VS and OFC (Bjork, Chen, Smith, & Hommer, 2010), whereas youth with CD display attenuated activation in OFC during reward tasks (Finger et al., 2009; Rubia et al., 2009). Theories of atypical brain functioning in addiction further postulate the reward-deficiency hypothesis (Blum et al., 2000), which suggests that hypoactivation of reward regions may lead to more extreme risky behaviors (i.e., more excessive risks to get the same “rewarding” feeling). Finally, another recent study in delinquent adolescents illustrated a qualitatively different pattern of neural activation in the delinquent group rather than hypo- or hyperactivation. Delinquent youth recruited cognitive control regions (e.g., IFG) more in the presence of aversive cues than appetitive cues, while this pattern was reversed in the community sample (Perino, Guassi Moreira, McCormick, & Telzer, 2019). Taken together, important progress has been made in elucidating differential neurobiological profiles in youth with conduct problems, but the literature currently provides inconsistent findings regarding the direction and nature of these differences, requiring further research on this important topic.

**Present Study**

The goal of this study was to investigate the behavioral and neural profiles of risk taking and peer effects in a sample of adolescents with conduct problems and a sample of typically developing adolescents. During an fMRI scan, adolescents between 13 and 16 years completed a computerized risk-taking task (the Yellow Light Game; YLG;
Op de Macks et al., 2018; Pfeifer, 2015) alone and in the presence of a peer, during which they could make risky or safe choices. At the behavioral level, we expected that youth with CP would display a higher frequency of health-risk behaviors in daily life, as self-reported on the Adolescent Risk Taking Scale (Alexander, Esminger, & Johnson, 1990). Similarly, we expected higher rates of risk taking on the computerized risk-taking task, as work with other risky decision-making tasks such as the Balloon Analogue Risk Task (BART) and Iowa Gambling Task (IGT) highlights that children and adolescents with conduct disorders engage in greater risk-taking behavior on these tasks than their typically developing counterparts (Crowley, Raymond, Mikulich-Gilbertson, Thompson, & Lejuez, 2006; Humphreys & Lee, 2011; Schutter, Van Bokhoven, Vanderschuren, Lochman, & Mathys, 2011).

Moreover, we expected that both groups would make more risky decisions in the presence of a peer relative to alone, given prior evidence for greater risk taking in the presence of peers (e.g., Chein et al., 2011; but see e.g., Somerville et al., 2019 for alternative results). While teens with behavioral problems tend to engage more with other deviant peers, and deviant talk between friends can reinforce risky behaviors (Dishion & Tipsord, 2011; Richmond, Laursen, & Stattin, 2019), it is unclear if youth with conduct problems are more or less influenced by peers than typically developing youth. Adolescents with poorer self-regulation and greater antisocial behavior appear to be more vulnerable to the influence of deviant peers on antisocial behavior (Gardner, Dishion, & Connell, 2008; Goodnight, Bates, Newman, Dodge, & Pettit, 2006). On the other hand, previous neuroimaging work has revealed that adolescents with CD differentiate less between emotional signals of peers, which may indicate that this group may be less influenced by peers during decision-making (Klapwijk et al., 2016).

At the neural level, we examined whether the group with conduct problems would show higher levels of reward-related processing (VS/vmPFC/OFC) consistent with neurobiological models of risk taking (Casey, 2015; Shulman et al., 2016; Steinberg, 2008), lower levels of reward-related processing consistent with the hypo-activation account (Blum et al., 2000), or qualitatively different patterns of activation (heightened reward-related processing to different stimuli) as found in previous work on the cognitive control system in a delinquent sample (Perino, Guassi Moreira, et al., 2019).

**METHOD**

**Participants**

The total sample consisted of 44 adolescents ($M_{age}(SD) = 14.47(0.85)$, range 13.03–15.94 years, 16 females), including 19 youth with conduct problems ($n = 12$ males; 63%), and an age- and gender-matched typically developing sample ($n = 25$; $n = 16$ females; 64%). One additional participant with conduct problems was scanned but excluded due to technical difficulties in acquiring data. Table 1 shows an overview of descriptives separately for the CP and typically developing group. Our sample size is similar to other studies that examined clinical or high-risk populations (see Blair et al., 2018, for a review on clinical samples; see, e.g., Cservenka & Nagel, 2012, for a study of high-risk youth).

Youth with conduct problems were recruited from an alternative school for students who have been multiply suspended or were expelled from school for acts of gross legal and school misconduct. As such, we included this group based on their behavioral profile of school and legal misconduct, rather than clinical diagnosis. No information about clinical diagnosis was available for these youth. The typically developing sample was recruited via local schools, community flyers, and listservs.

We screened all participants to ensure they were free from neurological disorders, taking psychotropic medication, or any MRI contraindications. Typically developing participants were accompanied to the scan by their primary caregiver, whereas participants with conduct problems came during school time were accompanied by the school counselor. Aside from consent and answering questions, the parent and school counselor were not present when the task, fMRI scan, or questionnaires were administered. All participants and their legal guardians provided written consent and assent, and the Institutional Review Board approved all procedures.

**Questionnaires**

Adolescent risk taking. Adolescents completed a modified version of the Adolescent Risk Taking Scale (ART; Alexander et al., 1990) to measure how often they engaged in risky behaviors. Adolescents responded to 12 items using a four-point scale (0 = never, 1 = once or twice, 2 = several times, and 3 = many times) to indicate the frequency with which they have engaged in each risky behavior. Risky behaviors included were the following: raced
a car or motorcycle, did something risky or dangerous on a dare, broke a rule that their parents set just for the thrill of seeing they could get away with it, stole or shoplifted, snuck out of the house without their parents knowing, willingly rode in a car with someone who was a dangerous driver, drove in a car without a seatbelt, had sex with someone they just met, dated or hooked up with someone else’s boyfriend/girlfriend, cheated on an examination or homework, cheated on a boyfriend/girlfriend, and got drunk or high at a party. Item scores were averaged to compute an overall score, with higher scores indicating a greater frequency of real-life risk-taking behavior. The modified ART scale had an adequate internal consistency (total sample $\alpha = .795$; TD $\alpha = .733$; CP $\alpha = .793$).

**Conduct problems.** Adolescents completed the Strengths and Difficulties Questionnaire (Goodman, 1997), a widely validated scale that measures common areas of emotional and behavioral difficulties with five subscales. *Conduct problems* were assessed with five items. Adolescents indicated the extent to which each statement was true on a 3-point Likert scale (0 = not true, 1 = somewhat true, and 2 = certainly true). Examples include “I fight a lot” and “I can make other people do what I want.” Item scores are summed to generate total scores on the subscales, with higher scores indicating greater behavioral difficulties. After removal of one reverse-coded item “I usually do as I am told,” which had a low item-total correlation ($r = .112$), the conduct problems scale had a satisfactory internal consistency (total sample $\alpha = .645$; TD $\alpha = .593$; CP $\alpha = .654$). In addition, mean interitem correlations were inspected for both groups, as this measure is more informative than $\alpha$ when a scale only has a few items (Piedmont, 2014). Mean interitem correlations were $r = .323$ for both groups, which fell in between the recommended range of 0.20–0.40 and confirmed that the scale was suitable for use with both groups.

**Engaging with deviant peers.** Adolescents reported on how often their friends engaged in deviant and prosocial activities within the last month (adapted from Barrera et al., 2002; see Telzer, Gonzales, & Fuligni, 2014). Participants indicated how many of their friends in the past month engaged in deviant behaviors (e.g., “Got suspended from school” and “Started a fight with someone”). The deviant subscale encompasses 15 items with a 5-point Likert scale ranging from “None” to “Almost all” of their friends (1 = None, 2 = very few, 3 = some, 4 = most, and 5 = Almost all). Items

### TABLE 1

<table>
<thead>
<tr>
<th>Descriptive Characteristics of Youth With Conduct Problems and Typically Developing Sample and Statistical Tests</th>
<th>Conduct Problems (CP)</th>
<th>Typically Developing (TD)</th>
<th>Statistical Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>M(SD) age</td>
<td>14.52 (0.87)</td>
<td>14.45 (0.84)</td>
<td>$t(42) = -2.77, p = .010$</td>
</tr>
<tr>
<td>Gender (% Males)</td>
<td>64%</td>
<td>63%</td>
<td>$\chi^2(1) = 0.00, p = .993$</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>5%</td>
<td>0%</td>
<td>$\chi^2(1) = 9.02, p = .003$</td>
</tr>
<tr>
<td>Black</td>
<td>42%</td>
<td>8%</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>26%</td>
<td>72%</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>26%</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>Maternal education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>22%</td>
<td>0%</td>
<td>$t(41) = 4.86, p &lt; .001$</td>
</tr>
<tr>
<td>Graduated high school</td>
<td>16%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Trade or vocational school</td>
<td>11%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>22%</td>
<td>24%</td>
<td></td>
</tr>
<tr>
<td>Graduated from college</td>
<td>22%</td>
<td>48%</td>
<td></td>
</tr>
<tr>
<td>Graduated from med, law, or graduate school</td>
<td>6%</td>
<td>28%</td>
<td></td>
</tr>
<tr>
<td>M % arrested in the past</td>
<td>37%</td>
<td>0%</td>
<td>$\chi^2(1) = 10.95, p = .001$</td>
</tr>
<tr>
<td>M(SD), range conduct problems</td>
<td>2.47 (1.81)</td>
<td>1.16 (1.40)</td>
<td>$t(42) = -2.716, p = .010$</td>
</tr>
<tr>
<td>M(SD), range frequency engaging with deviant peers</td>
<td>1.91 (0.73)</td>
<td>1.31 (0.29)</td>
<td>$t(42) = -2.716, p = .010$</td>
</tr>
</tbody>
</table>

*Note. M = mean; SD = standard deviation. Maternal education was obtained as an indication of SES for n = 43 (n = 1 was missing for youth with conduct problems).*
scores are averaged to obtain a total score, with higher scores indicating a higher frequency of engaging with deviant friends. This scale had high internal consistency (total sample $\alpha = .899$; TD $\alpha = .711$; CP $\alpha = .913$).

Risk-taking paradigm. The YLG (Op de Macks et al., 2018; Pfeifer, 2015) is an adaptation of the Stoplight Task (Chein et al., 2011; Gardner & Steinberg, 2005) that examines risk taking at the behavioral and neural level. In the YLG, participants are asked to drive a virtual car from the driver’s point of view along a straight track, during which they encounter several intersections with yellow lights (Figure 1a). They were instructed that the goal of the game was to get through all of the intersections in the shortest amount of time. At each intersection, participants had to indicate by button press whether they wanted to accelerate and go through the yellow light (go decision) or brake before arriving at the intersection (stop decision). Deciding to accelerate through the intersection—a go decision—constitutes a risky decision and could result either in a successful go associated with no delay (i.e., if there was no other car passing through the intersection) or in a delay of 5 s in the event of a crash (i.e., if there was another car passing through the intersection). A successful go was shown on the screen with a blue tilde and a positive chiming sound (Figure 1b), whereas a crash was shown as a cracked car window, honking car, and crash sound (Figure 1c). At the behavioral level, we assessed risk taking as the percentage of go decisions out of the total decisions made (i.e., stop and go were exact opposites).

Braking before the intersection—a stop decision—resulted in a 2.5-s delay and constitutes a safe decision because participants avoided a potential crash. After a stop decision, participants saw either an approaching car and heard a honking noise...
(i.e., necessary stop, because going would have resulted in a crash; Figure 1d) or an empty intersection and blue tilde with a positive chiming sound (i.e., unnecessary stop, because going would have been successful; Figure 1e). At the behavioral level, safe decisions were defined as the percentage of stop decisions out of the total decisions made. Finally, if participants did not make a decision in time, this resulted in a 1-second delay, a red X on the screen, and an error noise (Figure 1f).

Participants played the YLG in the MRI scanner while alone and in the presence of a peer. Participants completed two runs of 20 intersections for each condition, totaling 80 trials across the task. The onset of the yellow light was 1,500 ms after the previous trial, which corresponded to a varying distance on the track (200–250 ft). While the runs were varied in terms of probability of crashes for each intersection, the probability of crashing was kept at 50% for each run, which prevented the task from promoting risk taking, as there was no overall advantage to either taking risks or playing it safe (Op de Macks et al., 2018). All participants completed the exact same runs in the scanner for the sake of consistency. Before entering the scanner, participants were trained on how to properly play the task by completing two practice runs, in order to account for learning effects (Kahn, Peake, Dishion, Stormshak, & Pfeifer, 2015). The practice runs were based on the same parameters as the scanner task, but unbeknownst to the participants, was slightly different in terms of the no-decisions. To train participants from not responding, no-decisions were paired with a larger 5-s delay in the practice runs.

Manipulation of Peer Context

When participants arrived to the scan, they were shown a picture of an age-, race-, and gender-matched peer accompanied by a profile that a confederate peer had completed. The participant was told that the peer was currently completing their brain scan and would be playing the same YLG as the participant. After participants practiced two rounds of the YLG themselves, the researcher pretended to communicate via cell phone to the scan technician, who indicated that the peer was ready to begin the task in the scanner. The participant was then given a notecard to read to the peer, which they said through the cell phone: “Hi, this is [PARTICIPANT’S NAME], and I’ll be watching you play this round.” The participant then saw a “live feed” of the peer supposedly playing the YLG in the scanner, which was in fact a recording of a game set to be a representative teen’s behavior (choosing to go approximately 50% of the time; Kahn, Peak, Dishion, Stormshak, & Pfeifer, 2015; “average” peer in Peake, Dishion, Stormshak, Moore, & Pfeifer, 2013).

During their own fMRI scan, participants completed the YLG alone and in the presence of the peer. In the Peer condition, the participant was told that the same peer would be watching them play now. The experimenter then played an audio recording of the same script from this supposed peer, telling the participant they were watching them play this round, a method we have employed in prior studies to examine social influence on risk taking (e.g., Guassi Moreira & Telzer, 2018; Telzer, Ichien, & Qu, 2015). The Alone and Peer conditions were counterbalanced across participants. After the scan, we asked all participants about their experience with the task and the peer, and no participant mentioned that they did not believe it or were suspicious.

fMRI Data Acquisition

Data were collected with a 3-T Siemens Trio MRI Scanner, using a 32-channel head coil. The task was presented on a computer screen, which participants could see through a mirror attached to the head coil. We obtained the functional data using T2*-weighted echoplanar images (EPI) (slice thickness = 3 mm; 38 slices; TR = 2 s; TE = 25 msec; matrix = 92 × 92; FOV = 230 mm; voxel size 2.5 × 2.5 × 3 mm³). Structural scans were also acquired, including a T2*-weighted, matched-bandwidth (MBW; TR = 4 s; TE = 64 ms; FOV = 230; matrix = 192 × 192; slice thickness = 3 mm; 38 slices) and a T1* magnetization-prepared rapid-acquisition gradient echo (MPRAGE; TR = 1.9 s; TE = 2.32 ms; FOV = 230; matrix = 256 × 256; sagittal acquisition plane; slice thickness = 0.9 mm; 192 slices). MBW and EPI scans were collected with an oblique axial orientation to prevent signal dropout in orbital and temporal regions, thereby maximizing coverage of the brain.

fMRI Data Preprocessing and Analysis

Standard preprocessing was conducted using the FSL FMRIB’s Software Library (FSL v6.0; https://fsl.fmrib.ox.ac.uk/fsl/). Data were first skull-stripped with BET (Smith, 2002). We corrected for slice-to-slice head motion using MCFLIRT (Jenkinson, Bannister, Brady, & Smith, 2002), image coregistration was done using a three-step registration procedure...
(EPI to T2 to T1), and each functional image was resampled to $2 \times 2 \times 2$ mm and warped to the standard Montreal Neurological Institute 2-mm brain using FLIRT (Jenkinson et al., 2002; Jenkinson & Smith, 2001). Images were then spatially smoothed with a 6-mm FWHM Gaussian kernel, and a high-pass temporal filtering with a 128-s cutoff was applied to remove low-frequency drift across time (Gaussian-weighted least squares straight line fitting; sigma = 64.0 s). Moreover, to remove artifact signals such as motion and physiological noise, we applied an independent component analysis (ICA) denoising procedure using MELODIC (Beckmann & Smith, 2004), combined with an automated signal classification toolbox (an average of 8.96% components was removed; classifier NP-threshold = 0.3; for more details, see Tohka et al., 2008).

After preprocessing, statistical analyses were conducted on the individual subjects’ data using the general linear model in the Statistical Parametric Mapping software package (SPM8; Welcome Department of Cognitive Neurology, London). Each trial was convolved with the canonical hemodynamic response function. The YLG was modeled as an event-related design. In the fixed-effect model, we included two decision regressors (go and stop decisions); four outcome regressors (successful go (i.e., no car approaching), crash, necessary stop (i.e., car approaching), and unnecessary stop (i.e., no car approaching)); as well as no decisions, which were modeled in a separate junk regressor together with volumes that contained excessive motion. The time when participants were driving on the course between the intersections was modeled as an implicit baseline and controlled for basic visual characteristics. These regressors were estimated separately for the Alone and Peer conditions.

The decision phase (go and stop) was modeled with the onset of the yellow light and duration of their decision (i.e., when participants made a button press to either go or stop). The outcome phase for go decisions was modeled from either the onset of the crash (successful go) or onset of the crash (unsuccessful go), each with a 2.5-s duration, in order to make the outcome equitable across conditions. The outcome phase for stop decisions was modeled from the onset of the stopped car and had a duration of 2.5 s for both necessary and unnecessary stops. Note that we included the four possible outcomes in our model, but do not report on the outcome phase in the current paper, because we were specifically interested in the effects of decision-making (i.e., stop and go decisions). Participants had to have at least 20% of trials in each condition (i.e., go decision and stop decision) in each run to be kept in neural analyses, based off of previous work using the same paradigm (Rogers, McCormick, van Hoorn, Ivory, & Telzer, 2018; Van Hoorn, McCormick, Rogers, Ivory, & Telzer, 2018). This cutoff resulted in exclusion of $n=3$ participants from the group with CP, which left us with $N=16$ in our neural analyses.

The resulting contrast images, computed at the individual level, were submitted to random-effects group-level analyses, in which we computed independent-samples t-tests to compare the two groups. In the current study, our main contrast of interest was go–stop decisions to examine neural activation that differed between the two groups when they made risky relative to safe decisions. We ran additional analyses to examine the peer effects for go and stop decisions separately (i.e., peer-alone go decisions; peer-alone stop decisions). We report exploratory regression analyses on the go–stop contrast using continuous CP and real-life risk taking in the supplement (see Table S1 and Figure S1).

At the group level, we conducted analyses on contrasts of interest using GLM Flex, which removes outliers and sudden activation changes in the brain, partitions error terms, analyzes all voxels containing data, and corrects for variance–covariance inequality (http://mrtools.mgh.harvard.edu/index.php/GLM_Flex). We corrected all analyses for multiple comparisons using Monte Carlo simulations through 3DClustSim (updated version November 2016) in the software package AFNI (Ward, 2000) and accounted for the smoothness of the data with the acf function within the 3dFWHMx command. For the main effects in the go–stop contrast, the simulation resulted in a voxel-wise threshold of $p<.005$ and minimum cluster size of 63 voxels for the whole brain, which corresponds to $p<.05$, FWE cluster-corrected. For the main effects in the go and stop peer-alone contrast, the simulations resulted in a voxel-wise threshold of $p<.005$ and minimum cluster size of 51 (go) and 70 (stop) voxels for the whole brain. Given our a priori hypotheses of activation in the VS, an anatomically small structure which typically does not survive stringent correction, we applied a small-volume correction for the VS, with a voxel-wise threshold of $p<.005$, and minimum cluster size of $k=20$ (Giuliani & Pfeifer, 2015; Guassi Moreira & Telzer, 2018). All reported results are available on NeuroVault (Gorgolewski et al., 2015; see/collections/BUYSSCLX/).

We ran a Monte Carlo simulation on a VS structural mask, which resulted in a minimum cluster size of 3 voxels. We used a minimum cluster size of 20 voxels to be more conservative.
RESULTS

Behavioral Analyses

First, we examined differences in real-life risk taking between youth with conduct problems (CP) and typically developing youth (TD), as measured by the ART scale. An independent-samples t-test demonstrated that CP youth showed a higher frequency of real-life risk-taking behavior \((M_{CP}(SD) = 0.74(0.42), \text{ range } 0.08–1.50)\) than typically developing youth \((M_{TD}(SD) = 0.40(0.32), \text{ range } 0.00–1.33; t(42) = -3.075, p = .004)\).

Next, we examined risk-taking behavior on the task. The mean percentages of go decisions in the Alone and Peer condition are displayed in Figure 2, separately for the CP and typically developing youth. Kolmogorov–Smirnov tests of normality showed that the percentage of go decisions in the alone condition was not normally distributed in the CP youth, \(D(19) = .216, p = .02\). Therefore, we used nonparametric tests to assess the between- and within-subjects effects, as transforming the data did not solve this issue. The Mann–Whitney U-test for between-subjects effects showed significant differences between the CP group and the TD group, \((p < .001)\), revealing that the CP group displayed a lower percentage of go decisions across the alone and peer conditions \((M_{TD}(SE) = 53.54(2.71), M_{CP}(SE) = 34.72(3.10))\). Friedman’s tests for within-subjects effects showed that the percentage of go decisions were significantly different between the alone and peer condition in TD youth \((M_{alone}(SE) = 56.44(3.01), M_{peer}(SE) = 50.64(2.72), p = .007)\), such that they showed a risk-reducing peer effect, while CP youth did not show any differences between the alone and peer condition \((M_{alone}(SE) = 34.09(3.45), M_{peer}(SE) = 35.36(3.12), p = .637)^2\).

Finally, in CP youth, greater real-life risk-taking behavior was associated with higher levels of risk taking on the task (i.e., percentage go decisions) in the alone condition, \(r(17) = .502, p = .029\), but not the peer condition, \(r(17) = .314, p = .190\). For the typically developing teens, real-life risk-taking behavior was not related to behavior on the task \((p s ns)\).

Next, we compared reaction times between the groups in the alone and peer condition, for go and stop decisions separately. For go decisions, a main effect of Group \((F(1,40) = 11.749, p < .001)\) indicated that youth with CP were slower to choose to go through the intersection \((M_{CP}(SE) = 1.009 (0.053))\) than the typically developing youth \((M_{TD}(SE) = 0.774 (0.044))\). For stop decisions, which included all \(N = 19\) in the CP group, we found a main effect of Group \((F(1,42) = 9.040, p = .004)\), revealing that the CP group was slower to choose to stop at the intersection \((M_{CP}(SE) = 0.795 (0.042); M_{TD}(SE) = 0.998 (0.048))\). Results also indicated a trend-level interaction of Group X Condition, \(F(1,42) = 3.616, p = .064\), which was qualified by a trend in the typically developing group, such that this group trended to be slightly faster in the Peer condition than Alone condition \((M_{ALONE}(SE) = 0.823 (0.046), M_{PEER}(SE) = 0.768 (0.045) p = .09)\). Together, these findings suggest that the CP group was more cautious, as indexed by fewer risky decisions and longer reaction times, effects that did not vary across peer and alone conditions for the CP group.

\(^2\) A RM ANOVA that compared the percentage of go decisions in the alone and peer conditions in the two groups using a 2 (Group: Conduct Problems (CP), Typically developing (TD)) \(\times 2\) (Condition: Alone, Peer) design, similarly yielded an interaction effect that was driven by a difference between go decisions in peer and alone for the TD group. Given the significant difference in distribution of ethnicities as well as maternal education among the typically developing and youth with conduct problems (see Table 1), as a check we also ran a RM ANOVA with ethnicity (white or other) as a covariate and a separate RM ANOVA with maternal education as a covariate, because including covariates is not possible with nonparametric tests using SPSS. Both ethnicity and maternal education showed no significant main or interaction effects, and the significant group differences in behavior were unchanged. We therefore did not include these controls in further analyses.

![FIGURE 2 Risk-taking behavior during Yellow Light Game as measured by % of go decisions in Alone and Peer for the typically developing sample (black bars) and conduct problems sample (striped bars). Error bars indicate standard error of the mean (±1 SEM). *p < .05 **p < .001.](image)
fMRI Analyses

Group differences in VS response during go–stop decisions. At the neural level, we first collapsed our analyses across the alone and the peer conditions to test neural differences when making risky (i.e., go) and safe (i.e., stop) decisions, given that the CP youth showed lower overall risk taking. We examined the main effects of the go–stop contrast using a 2-sample t-test to compare the two groups. We observed greater activity in the VS in the typically developing sample than the youth with CP (Table 2). For descriptive purposes, we extracted parameter estimates of signal intensity from the VS cluster, separately for go-baseline and stop-baseline in each group, respectively (see Figure 3). Typically developing adolescents showed greater VS activity during go decisions than stop decisions, whereas this pattern was reversed for youth with CP, such that these adolescents showed greater VS activity to stop than go decisions. In addition to the VS, group differences in neural activation for the go–stop contrast yielded greater activation in the typically developing youth in left anterior cingulate cortex, right fusiform as well as motor areas and cerebellum, and greater activation in the youth with CP in the dmPFC (see Table 2 for all regions).

Next, we examined whether group differences in real-life risk-taking behavior were mediated by neural activation in the VS in the typically developing and CP sample (see Figure 4). In other words, do group differences in VS activation explain the variance in group differences in real-life risk taking? This mediation was run in the PROCESS macro in SPSS. We extracted the parameter estimates from the VS for the go–baseline and stop-baseline contrast. Group differences in VS activity during go decisions alone than in the peer condition. Group was dummy-coded, with the typically developing (TD) sample coded as 0 and the CP sample coded as 1. Findings indicated a significant indirect effect, such that CP youth displayed greater real-life risk taking via altered VS activity during go–stop decisions, $\beta = .1881$, $SE = .0951$, 95% CI [0.0178, 0.3994].

Group differences in VS response during decisions in peer-alone. We examined group differences during go and stop decisions in the presence of a peer versus alone using a 2-sample t-test. For stop decisions, TD youth showed greater activity in the temporal pole than CP youth, while CP youth displayed greater activity in the IFG (see Table 3). For go decisions, TD youth showed greater activation than CD youth in the VS, supplementary motor area, cerebellum, and inferior temporal gyrus (see Table 3). There were no regions more active in the CP youth than in the TD youth. For descriptive purposes, we extracted parameter estimates of signal intensity from the VS cluster, separately for go decisions in the alone condition and the peer condition for each group (see Figure 5). Typically developing adolescents showed greater VS activity during go decisions in the presence of peers than alone, whereas for youth with CP, this pattern was reversed, such that these adolescents showed greater VS activity during go decisions alone than in the presence of peers. Finally, we computed a mediation model to examine whether group differences in real-life risk-taking behavior were mediated by VS activation from the go peer-alone contrast. Findings indicated a nonsignificant indirect effect, suggesting that differences in VS activity during the presence of peers relative to alone did not mediate group differences in real-life risk taking, $\beta = .1883$, $SE = .1677$, 95% CI [-0.1280, 0.5514].

**DISCUSSION**

This study aimed to elucidate the behavioral and neural profiles of risk taking and peer effects in a sample of adolescents characterized by school and legal misconduct. CP youth self-reported higher rates of conduct problems, greater real-life risk taking, and engaging with deviant peers, and about 40% had been arrested in the past compared to their typically developing peers who had lower rates of these behaviors. However, youth with

### Table 2

<table>
<thead>
<tr>
<th>Region</th>
<th>k</th>
<th>t-value</th>
<th>x</th>
<th>y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go-Stop TD &gt; CP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R Ventral Striatum</td>
<td>43</td>
<td>3.958</td>
<td>4</td>
<td>8</td>
<td>-8</td>
</tr>
<tr>
<td>R Fusiform Gyrus</td>
<td>222</td>
<td>4.354</td>
<td>34</td>
<td>-62</td>
<td>-10</td>
</tr>
<tr>
<td>R Cerebellum</td>
<td>173</td>
<td>3.696</td>
<td>28</td>
<td>-42</td>
<td>-46</td>
</tr>
<tr>
<td>L ACC</td>
<td>79</td>
<td>4.105</td>
<td>-4</td>
<td>32</td>
<td>-2</td>
</tr>
<tr>
<td>L Postcentral Gyrus</td>
<td>104</td>
<td>3.804</td>
<td>-58</td>
<td>-18</td>
<td>24</td>
</tr>
<tr>
<td>L Precentral Gyrus</td>
<td>72</td>
<td>3.717</td>
<td>-32</td>
<td>-14</td>
<td>50</td>
</tr>
<tr>
<td>Go-Stop CP &gt; TD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dorsomedial PFC</td>
<td>100</td>
<td>-3.947</td>
<td>-6</td>
<td>36</td>
<td>42</td>
</tr>
</tbody>
</table>

Note. CP = conduct problems sample; TD = typically developing sample; L = left; PFC, prefrontal cortex; R = right; $k =$ number of contiguous voxels in mm$^3$.

T-value is at local maximum.

Small-volume correction $p < .005, k = 20.$
conduct problems showed lower levels of risk taking on the computerized driving task and no effect of being observed by a peer. At the neural level, youth with conduct problems showed greater VS activity during safe decisions relative to risky decisions, whereas typically developing youth showed the reverse pattern—greater VS activity during risky decisions than safe decisions. Moreover, youth with conduct problems showed greater VS activity during risky decisions alone than with a peer, whereas typically developing youth again showed the reverse pattern. Taken together, our findings suggest that rather than hyper- or hypo-activation of reward-related neural processing, youth with conduct problems show a differential behavioral and neural profile of risk taking with and without peers, which highlights the need to explicitly recruit high-risk samples to inform our understanding of adolescent neurocognition.

Recent theoretical perspectives and empirical work have started to emphasize that the increase in health-risk behaviors during adolescence, while troublesome, is to some extent normative and beneficial to reach developmental milestones (Crone & Dahl, 2012; Van Duijvenvoorde, Peters, Braams, & Crone, 2016). However, when normative risk behaviors, like sneaking out of the house without parents knowing, turn into excessive risk taking, including aggression, stealing, and property damage, this is...
associated with negative psychosocial outcomes and major costs for society (Bjork & Pardini, 2015; Moffitt, 2018). Previous developmental neuroscience work assessing risk taking has either typically studied adolescents formally diagnosed with conduct disorders or typically developing low-risk adolescents, from which findings are subsequently extrapolated to youth who take more excessive risks. Yet, this leaves out a substantive subgroup of adolescents with conduct problems who experience behavioral difficulties and take excessive risks. This is especially relevant because in studies of typically developing youth, participants are often excluded if they have any behavioral difficulties (Bjork & Pardini, 2015). Hence, the current study taps into this subgroup of youth selected on behavioral profiles of school and legal misconduct, rather than clinical diagnosis (Bjork & Pardini, 2015; Blair et al., 2018), thereby representing a sample of youth typically overlooked or excluded from research.

Despite previous behavioral work in clinical adolescent populations (i.e., diagnosed with CD or ODD), which collectively shows greater risk taking on experimental tasks such as the BART or IGT (Crowley et al., 2006; Humphreys & Lee, 2011; Schutter et al., 2011), the current findings rather unexpectedly showed lower levels of risk taking on the computerized risk-taking task in the CP group. Lower overall risk taking on the experimental paradigm is at odds with our self-report measures of greater risk-taking in daily life. There is currently limited research on how laboratory measures of risk taking generalize to real-world risky behaviors (Op de Macks et al., 2018). Indeed, a review on brain–behavior relations and individual differences in risk taking in typically developing adolescents revealed that only two studies have reported a significant relation between laboratory-based and real-life risk-taking behavior (Sherman et al., 2018). It is possible that the self-report questionnaire captures different aspects of risk taking than our experimental task. Yet, we did find a correlation between real-life risk taking and risky decision-making during the task in the CP group. Moreover, neural activity during the risky relative to safe decisions mediated real-life risk taking, which suggests that the task does tap into processes that underlie risky decision-making in real life.

We also note that there were no peer effects for the CP group, and peer effects in the typically developing group were in the direction of safer behavior. While risk-reducing peer effects seem surprising, this is in line with other recent work which shows that peer presence does not always lead to greater risky choices, but can also work to promote safer decisions (Somerville et al., 2019; for a recent meta-analysis see Defoe, Semon Dubas, & Romer, 2019). The absence of peer effects in the CP group is in line with previous work in adolescents with conduct disorders, which revealed less differentiation between emotional signals of peers, suggesting that they may be less influenced during decision-making (Klapwijk et al., 2016). This highlights that variables such as motivational and dispositional factors need to be explored (Foulkes & Blakemore, 2018; Perino, Guassi Moreira, et al., 2019; Perino Moreira, & Telzer, 2019).

Speculatively, risk taking in youth with conduct problems may be tied to specific conditions, with
greater risk-taking behaviors in certain risk-taking contexts but not others (e.g., known, deviant peers). Future research could examine whether peer effects are present in the CP group when they are observed by their friend(s) rather than an unknown peer (cf. Chein et al., 2011), or when they are actively “egged-on” (Segalowitz et al., 2011). It will be important to examine the conditions under which peer effects occur (Somerville et al., 2019), in order to further inform our application of adolescent models of neurocognition to high-risk youth.

At the neural level, we first examined activation during risky decisions relative to safe decisions (go–stop) collapsed across the alone and peer condition. Risky decisions elicited greater activity in the VS for the typically developing than CP group, whereas safe decisions elicited greater activity in the VS for the CP youth than typically developing youth. The VS plays a key role in risk-taking behaviors, via processes of reward motivation and salience (Delgado, 2007; Schreuders et al., 2018; Telzer, 2016), and greater VS activity to rewards has been linked to greater motivation to pursue rewards and real-life risk taking (Galvan et al., 2007; Schreuders et al., 2018). This pattern of VS activity, which is reversed between the two groups, mirrors the behavioral findings and potentially suggests that risks were more affectively salient for the typically developing group, whereas safe decisions are more affectively salient for the CP group.

Additionally, youth with conduct problems showed greater activity in the dmPFC relative to typically developing youth. A recent meta-analysis showed that dmPFC is consistently activated when adolescents make decisions in a social context (Van Hoorn et al., 2019), and like the VS, has previously been implicated in risky decision-making (Blankenstein, Schreuders, Peper, Crone, & Duijvenvoorde, 2018; van Duijvenvoorde et al., 2015; van Leijenhorst et al., 2010). The role of the dmPFC may differ in part based on task demands and has been associated with the cognitive component of risk (Van Duijvenvoorde et al., 2015), as well as social information processing (e.g., Blakemore & Mills, 2014). While cognitive control was not assessed in the current task, recent work examined cognitive control in a delinquent sample of adolescents during fMRI. Interestingly, similar to the current findings, this study shows differences rather than deficits, such that the cognitive control of the delinquent group was poorer in the presence of aversive cues than appetitive cues, while the reverse pattern was found for typically developing youth, and such differences in cognitive control were paralleled by differences in activation in regions such as IFG and medial prefrontal cortex (Perino, Guassi Moreira, et al., 2019). Taken together, these studies suggest that adolescents with conduct problems appear to be characterized by qualitatively different neural processes than typically developing adolescents.

When we examined neural differences in the presence or absence of a peer, we found that TD adolescents showed greater VS activation during risky decision-making in the presence of peers relative to alone. This finding is consistent with prior research in normative developmental samples (Chein et al., 2011). However, this heightened VS activation in the presence of peers did not correspond to greater risk behavior in the presence of peers, as we found that adolescents made fewer risky decisions with a peer present. Speculatively, the VS signals processes of reward motivation and salience (Telzer, 2016), which may result in different behavior depending on the peer context. In the study of Chein et al. (2011), results showed increases in risk taking and VS activation when close friends were present, and therefore, adolescents may have shown heightened VS as they conformed to the (overestimated) perception of risk-taking norms of their friends (Prinstein & Wang, 2005). In the current work, a similar neural signal was associated with a risk reduction in the presence of an unknown peer, perhaps as youth conformed to a peer whose decisions were known (i.e., 50% risk). Thus, perhaps the behavioral effects of peer presence may depend on situational contexts, but may be neurally represented in similar ways, a hypothesis that should be investigated in future research.

Youth with conduct problems again showed a reversed pattern, such that the VS response during risky decisions was greater in the alone condition than in the peer, despite no behavioral differences in risk taking. This suggests that the CP group also process risky decisions in a social context qualitatively different from their typically developing counterparts. The social reorientation process of remodeling in the adolescent brain, which guides the navigation of social challenges associated with this developmental period (Blakemore & Mills, 2014; Crone & Dahl, 2012; Nelson, Jarcho, & Guyer, 2016; Nelson, Leibenluft, McClure, & Pine, 2005), may look substantially different depending on individual characteristics (e.g., behavioral disinhibition; Casey et al., 2011) or life experiences. Indeed, high-risk youth, such as those with conduct problems, often need to adapt to a more negative environment (Agnew, 1992; Hyde et al., 2013), which...
necessitates greater attention to other types of cues, such as threat (Perino, Guassi Moreira, et al., 2019). Therefore, it may be possible that neural processing of reward in a social context in the CP group is substantially different from the typically developing group.

The current study provides a novel insight into the behavioral and neural profiles of youth engaging in excessive risk behaviors. It can be considered a stepping stone in order to further understand adolescent neurocognition by focusing on youth who are at the greatest risk of poor psychosocial outcomes (cf. Bjork & Pardini, 2015). We recruited our high-risk adolescents from an alternative school for students who have been multiply suspended or were expelled from school for acts of gross legal and school misconduct, which puts them at heightened risk for lifetime delinquency (Moffitt & Caspi, 2001). Interestingly, mean levels of conduct problems did not appear very high in this group, suggesting some self-report measures may not fully capture the extent of the behaviors these youths engage in. Additionally, our sample size is small, and future research needs to replicate our findings in larger samples of diverse high-risk youth populations to ensure the robustness of our findings. With larger samples, it will also be possible to examine moderators of the effects, such as age, as well as peer attachment and conflict, which are especially relevant for examining peer effects in more depth. Future work may attempt to bring in adolescents with their actual friends and assess their friends’ deviancy, to assess whether this impacts task behavior. Due to practical restraints in recruiting this sample, we were unable to assess and control for all potential confounding factors such as cognitive ability and socio-emotional intelligence. Previous work has shown that risk taking in mild-to-borderline intellectual disability may be better explained by low intellectual functioning rather than by comorbid behavior disorders, specifically under peer influence (Bexkens et al., 2002). As such, it would be an important next step to consider these variables in tandem with behavioral impairments in future work on this topic.

In conclusion, we employed a risk-taking task in a sample of adolescents characterized by extreme school and legal misconduct to gain traction on their behavioral and neural profiles of risk taking. Our findings show that youth with conduct problems are less risky during the experimental risk-taking task than typically developing teens, in line with neural findings which reflected more VS activity during safe decisions than risky decisions. Interestingly, VS activity mediated higher rates of real-life risk taking in the CP group. Taken together, rather than greater reward processing as suggested by the imbalance model, or lower reward processing as suggested by the reward-deficiency hypothesis, youth with conduct problems showed a qualitatively different behavioral and neural profile during risk taking alone and in the presence of peers. These findings highlight the need for studies that bridge the gap between clinical and nonclinical samples, so that we can focus on prevention before clinical interventions are necessary.
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**Figure S1.** (a) Regression with conduct problems on the go-stop contrast across all participants. (b) Real-life risk taking on the go-stop contrast across all participants.

**Table S1.** Brain Regions for Regressions with Conduct Problems (CP) and Real-Life Risk Taking Behavior (ART) on Go-Stop Contrast Across All Participants