
Applied Statistics Preliminary Examination August 2012

1. Let U = {x ∈ R4 : x1 + x2 − x3 + 2x4 = 0}, and V = {x ∈ R4 : 2x3 + x4 = 0}. Consider

the coordinate-free linear model Y = η+E, η ∈ L = (U ∩V )⊥, and E
d
= N4(0, σ

2I4), 0 <
σ2 <∞. The null hypothesis is given by H0 : η ∈ L0 = U⊥. Define L1 = L⊥0 ∩ L.

(a) Give an explicit expression for the projections P, P0, and P1 on the subspaces L,L0,
and L1, respectively, and find the dimensions p, p0, and p1 of these subspaces.

(b) Let η̂ and η̂0 be the least squares estimators of η under the full model (η ∈ L), and
the null hypothesis model (η ∈ L0) respectively. What is the joint distribution of
η̂0 and η̂ − η̂0?

(c) Compute the test statistic for testing H0, and specify its distribution under the null
hypothesis.

2. Let Yi = α + βxi + Ei, for i = 1, . . . , n, where α, β ∈ R, x = (x1, . . . , xn)∗ /∈
[∣∣1n

∣∣]
with 1n = (1, . . . , 1)∗ ∈ Rn, and the Ei are independent and identically distributed with
common distribution N(0, σ2), for some 0 < σ2 <∞.

(a) Write this model in vector notation, specify the design matrix, and compute the

least squares estimators α̂, β̂, σ̂2 of α, β, σ2, respectively.

(b) Compute the test statistic for testing H0 : β = 0, and give its distribution under
the null hypothesis.

(c) Consider now the canonical model Yi = α + β(xi − x̄) + Ei, i = 1, . . . , n, where

x̄ = 1
n

∑n
i=1 xi, and write β̂C for the least squares estimator in this special case.

Show that β̂ = β̂C .

3. Consider the model Yi = α+β1x1i+β2x2i+Ei, for i = 1, . . . , n, where α, β1, β2 ∈ R, x1 =
(x11, . . . , x1n)∗, x2 = (x21, . . . , x2n)∗ ∈ Rn, and the Ei are independent and identically
distributed with N(0, σ2) distribution (0 < σ2 <∞). Suppose x1 6= 0, x2 6= 0.

(a) Write this model in vector notation and specify the design matrix X.

(b) Under what condition on X are all linear parameter functions estimable?

Henceforth let us assume that x ∗1 1n = x ∗2 1n = x ∗1x2 = 0, where 1n = (1, . . . , 1)∗ ∈ Rn.

(c) Compute explicitly the least squares estimator of θ = (α, β1, β2)
∗.

(d) Determine the test statistic for testing H0 : β1 + 2β2 = 0, and give its distribution
under the null hypothesis.

(e) Give a (1− α)-confidence interval for β1 + 2β2, for some 0 < α < 1.



4. Consider the model Yjk = µ+αj +βxjxk +Ejk, 1 ≤ j ≤ m, 1 ≤ k ≤ m. The parameters
µ, αj, and β are all real. Writing a = (α1, . . . , αm)∗ and 1m = (1, . . . , 1)∗ ∈ Rm the
parameter vector a satisfies the restriction a∗1m = 0. The xj and xk are coordinates of a
vector x = (x1, . . . , xm)∗ that satisfies ||x|| = 1 and x∗1m = 0. The Ejk are independent
with the same N(0, σ2) distribution for some 0 < σ2 < ∞. Using tensor products, the
model says that Y (the vector of all Yjk) lies in a subspace L ⊂ Rm ⊗ Rm.

(a) Give a concise description of the model using tensor products.

(b) The subspace L corresponding to the model can be written as L = L1 ⊕ L2 ⊕ L3.
Specify the Lj.

(c) Compute the projection of Y onto the subspaces
[∣∣1m

∣∣]⊗ [∣∣1m

∣∣] and
[∣∣x∣∣]⊗ [∣∣x∣∣].

(d) Are the projections in (c) stochastically independent? Why?

(e) Give a detailed computation of the statistic for testing H0 : a = 0, and specify its
distribution under the null hypothesis.
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