Probability & Statistics Prelim May 2025

Probability and Statistics Preliminary Examination: May 2025

Instructions:

e Work all 5 Problems. Neither calculators nor electronic devices of any kind are allowed. Clearly state
any theorem or fact that you use. Each of the 5 Problems is equally weighted (but the parts within a
Problem may not be).

e Abbreviations/Acronyms.

— pmf (probability mass function); pdf (probability density function); cdf (cumulative distribution
function); mgf (moment generating function); iid (independent and identically distributed).

— MSE (mean squared error), MOME (method of moments estimator); MLE (maximum likelihood
estimator); PBE (posterior Bayes estimator); UMVUE (uniform minimum variance unbiased
estimator); UMP (uniformly most powerful); LRT (likelihood ratio test).

e Notation.

— I(x € A) or I4(z): indicator function for set A; takes on the value 1 if z € A and 0 otherwise.
— E(X): expectation of random variable X.
— V(X): variance of random variable X.

— X ~N(a,b): X has a normal distribution with mean a and variance b.
e Common distributions and other results.
Bin(n,p): E(X) =np, V(X) = np(1 — p), and pmf and mgf given respectively by

f(x> = x!(nnix)!px(l _p)n—xl(x S {0, 17 o ,TL}), M(t) = (1 _p+pet)n

Poisson(\): E(X) = A, V(X) = A, and pmf and mgf given respectively by

f(x) = 2! I(x € {07 L })7 M(t) = exp{)\(et - 1)}

Geometric(p): E(X) = 1/p, V(X) = (1 — p)/p?, and pmf and mgf given respectively by
pe'

@) =pA=p e L2 MO =75

t < —log(l—p)

Negative-Binomial(r, p): E(X) = (1 — p)/p, V(X) = r(1 — p)/p?, and pmf and mgf, respectively:

ro= (" raerte e o 0= (o) <o)

Gamma(a, 3): E(X) = afB, V(X) = af?, and pdf and mgf given respectively by

f(z) = F(al)ﬁa:ca_le_x/ﬂf(x > 0), M(t) = <

1
1- pt

)a, t<1/p



Probability & Statistics Prelim May 2025

Beta(a, 8): E(X) = P 2 V(X) = %, and pdf given by
1
f(z) = 11—z o<z <)

B(a, B)

Order Statistics: Let X(;) <--- < X(;,) denote the order statistics from a random sample X1, ..., Xp,.
If X is continuous with pdf f(z) and cdf F'(z), the pdf of X(;), (X, X(;)), and (X(1), .-, X(n)),
are given by:

n!

G F@P L= F@)"™ fa)I(~o0 <z < o)

Fxg (@) =

Fxwx (@i wj) = (i =15~ T!— i)l(n— j)!f(xi)f(xj)[F(wi)]i_l[F(xj)—F(fUi)]j_l_i[1—F($J‘)]n—j

X I(—oo <z <xj < 00)
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1. Suppose that Xi,..., X, are i.i.d Bin(1,0) for 6 € [%, %] Find the MLE of 6.

(Remark: Please show your work.)

2. Let X be a random variable with pdf

2 ifo<az<,
flzl)y = 20 irg < a <1,
0 otherwise.

Here 6 € (0,1).
(a) Find wu,l such that P(I < X < u|f) =1 — a and u — [ is minimized. Here a € (0,1/2) is a
constant.
(b) Based on the u,l calculated in (a), build a 1 — a confidence interval for 6.
3. Suppose that Xi,..., X, are i.i.d Ezp(f) with § > 0. Find the UMVUE of =2,
(Remark: Exp(f) has a pdf f(z) =6~ te=*/%I(z > 0).)

4. Let Xq,...,X,, be iid Unif(0,0) with 8 > 0. Suppose that conditioning on X; = x1,..., X, = z,
the random variable Y has a conditional distribution Unif(0,1/%), where T = )" | z;/n.

(a) Let V,, = Var(Y|Xy,...,X,), the conditional variance of Y given X1,..., X,,. Find V,.
(b) Find a,b such that v/n(V, — a) 2 N(0, ).
5. Suppose that X ~ Unif(0,6) with # > 0. Consider the hypotheses:
Hy:2<60<3, V.S H;p:Hjis false.

(a) Suppose we will reject Hp if X > 4 or X < 1. Find size of the test.
(Remark: The size of a test is defined as a = supyeg, 3(6), where 5(6) is the power function.)

(b) Now, suppose we will reject Hy if X > ¢ or X < 1 for some constant ¢ > 1. Find the value of ¢

such that the test is of size o = %



