
Hypothesis
If Zipf’s Law approximates the frequency of every word in a language, then the 
sum of the frequencies will yield the size of the lexicon.

Derivations & Methods
To obtain an accurate fit to the frequency data obtained from corpora, we used 
the Zipf-Mandelbrot (ZM) Law, where 𝛽 and a are obtained from regression 
analysis. 

Integral Test: For the ZM Series to be used, it must reach 100% of the lexicon 
size. The ZM Series is in the form of a p-series and does not diverge in all cases 
like the harmonic series. Thus, we tested the viability of all cases of the p-series 
with the Integral Test.

Power Law Regression:

Piecewise Analysis: With a and 𝛽 ascertained from regression analysis, a
piecewise series can be created for any point in time with data from different 
corpora for any language.

Results
We estimated the size of the lexicon in 1960 by plotting the Zipf-Mandelbrot 
distribution (a = 1.03, 𝛽 = 0, R2 = 0.952) for the Corpus of Historical American 
English (COHA). We did so by first summing the frequencies of the 107 highest 
statistically ranked words in COHA, then using the resulting regression to sum 
terms after rank 107 in Python. In addition, using the purported Zipfian 
distribution of the Brown corpus, we estimated the size of the lexicon in 1961. 
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Conclusions
● Estimating lexicon size with a mathematical

equation is theoretically proven
● Quantity and quality of data can heavily

determine results
● New cultural insights can be identified with

lexicon size estimates.
● This novel approach has the ability to account for

regional colloquialisms that never reach a book or
a dictionary.

Future Research
To strengthen the validity of this groundbreaking 
method, we aim to:
● Utilize the Oxford English Corpus and other

corpora for better controlled data
● Verify the validity of this process by applying it to

non-English corpora and lexicons
Future aims include: 
● Quantify the rate of language change as a

differential equation with respect to population
size, migration patterns, and cultural and
technological change.

● Apply differential equation to the evolution of
natural language processing systems.
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English Lexicon Size Estimates using Zipf’s Law

Brown Corpus 1,108,990

Corpus of Historical American English 2,141,375

Introduction
Estimating lexicon size is complicated due to the 
ever-evolving nature of language. Existing 
procedures to estimate the size of a lexicon are 
limited by the sources of the corpora that are used 
to create existing estimates.
Michel et al. estimated the size of the lexicon using 
the truncated Google Ngrams corpus with random 
sampling to obtain 597,000 existing words in 1950 
and 1,022,000 words in 2000. 

This novel approach uses Zipf’s Law to find the 
number of words in a language (lexicon size). Zipf’s 
Law is a statistical phenomenon following a 
harmonic progression that was first described in 
the relative word frequencies in corpora.

A corpus (pl. corpora) is a very large database of 
words and other lexical items that allow 
quantification of macro-linguistic phenomena such 
as word use (frequency) over time.

The harmonic series is the sum of all of the terms 
in the harmonic sequence:

The p-series or hyperharmonic series is the 
generalization of the harmonic series: 

where p is obtained from a logarithmic regression 
on the frequency data.

Zipf’s Law
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Abstract
Estimating the number of words in a language or 
lexicon size is a complicated endeavor due to the 
the ever-evolving nature of language. Previous 
attempts to estimate the lexicon size have been 
capped by the size of databases available for 
written texts. Here, we demonstrate a novel 
mathematical method for estimating the size of the 
lexicon using Zipf’s Law. Zipf’s Law approximates 
how often a particular word in a language is used. 
It does this based on the statistical rank of the 
word and the frequency of the most used word in a 
language at any point in time. Using data from the 
Brown Corpus and the Corpus of Historical 
American English, we obtained preliminary 
estimates for the size of the lexicon. 

Quantifying the size of the lexicon can allow us to 
better understand and model the rate of change of 
any language. Natural language processing systems 
(e.g. Siri, Amazon Alexa, Google Assistant) will 
need to evolve with ever-changing words and word 
meanings. These derived formulas may allow these 
voice-based systems to adjust their databases in 
order to function accurately in our rapidly 
changing world.


